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Abstract

T his dissertation focuses on the classification of strong topological insulators
and superconductors, gapless topological phases, and higher order topological

phases supporting protected corner states and hinge states. In this thesis, two main
research topics were considered. The first topic of our research explored topological
boundary states in SnTe. SnTe materials (Sn1−xPbxTe1−ySey) have proven to be
highly versatile in investigating the interplay between topology and different types
of symmetry-breaking perturbations during the last decade. Our study focused on
examining SnTe nanowires under the influence of combinations of a Zeeman field,
s-wave superconductivity, and an inversion-symmetry-breaking field. Throughout
our research, we successfully revealed the origin of robust corner states and hinge
states in the normal state of SnTe. We observed gapless bulk Majorana modes pro-
tected by inversion symmetry, leading to quantized thermal conductance in ballistic
wires. Additionally, introducing an inversion-symmetry-breaking field caused the
bulk Majorana modes to become gapped, resulting in the appearance of topologi-
cally protected localized Majorana zero modes at the ends of the nanowire. While
we primarily focused on relatively thin nanowires, the observed trends in thickness
dependence suggest that realistic nanowire thicknesses could achieve topologically
non-trivial phases with experimentally attainable values of the Zeeman field. These
findings hold promising possibilities for advancing our understanding and utilization
of topological phenomena in SnTe nanowires, and they open up new opportunities for
controlling and creating Majorana zero modes by manipulating inversion-symmetry-
breaking fields (e.g. via ferroelectricity).

In our second research project, we direct our attention to investigating non-
topological boundary states in candidate materials for quantum spin Hall insula-
tors, such as HgTe/CdTe and InAs/GaSb heterostructures. We have observed that
these multilayer structures not only host topologically protected helical edge modes
but also exhibit additional edge states that can have an impact on scattering and
transport, potentially deteriorating the quality of the quantum spin Hall effect. Em-
ploying first-principles calculations, we construct an effective tight-binding model
for the HgTe/CdTe, HgS/CdTe, and InAs/GaSb heterostructures and discover that
these materials support extra edge states influenced by the edge termination. The
microscopic origin of these additional edge states can be traced back to a minimal
model which support flat bands and nontrivial quantum geometry, which gives rise
to polarization charges at the edges. As the flat bands interact with each other and
other states, when forming the Hamiltonian that describes the entire heterostructure,
these polarization charges manifest as the observed additional edge states. Notably,
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in HgTe/CdTe quantum wells, the additional edge states lie far from the Fermi
level, rendering them inactive in the transport process. However, in HgS/CdTe and
InAs/GaSb heterostructures, these states emerge within the bulk energy gap, allow-
ing for the possibility of multimode edge transport. Finally, we demonstrate that
since these additional edge modes are non-topological, it is possible to eliminate
them from the bulk energy gap by modifying the edge potential, such as using a
side gate or chemical doping.

The research presented in the dissertation has been published in two scientific arti-
cles:

• Nguyen, N. M.; Brzezicki, W., & Hyart, T. Corner states, hinge states, and
Majorana modes in SnTe nanowires. Phys.Rev.B.105.075310 (2022)

• Nguyen, N. M.; Cuono, G.; Islam, R.; Autieri, C.; Hyart, T., & Brzezicki, W.
Unprotected edge modes in quantum spin Hall insulator candidate materials,
PhysRevB.107.045138 (2023)

https://doi.org/10.1103/PhysRevB.105.075310
https://doi.org/10.1103/PhysRevB.107.045138
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Streszczenie

T a rozprawa skupia się na klasyfikacji silnych izolatorów topologicznych i nad-
przewodników, faz topologicznych bez przerw i faz topologicznych wyższego

rzędu wykazujących obecność stanów narożnych i krawędziowych. W niniejszej
pracy rozważano dwa główne wątki badawcze. Pierwszym tematem badań były
stany topologiczne w SnTe. Materiały typu SnTe okazały się bardzo wszechstronne
w badaniu wzajemnych zależności między topologią a różnymi rodzajami zaburzeń
łamiących symetrię w ciągu ostatniej dekady. Przedstawione tu badania koncen-
trowały się na nanoprzewodów SnTe pod wpływem kombinacji pola magnetycznego
Zeemana, nadprzewodnictwa typu s i pola łamiącego symetrię inwersji. W trak-
cie badań udało się wyjaśnić pochodzenie stanów narożnych i krawędziowych w
fazie normalnej SnTe. Zaobserwowano także stany Majorany bez przerw chronione
przez symetrię inwersji, co prowadzi do skwantyzowanego przewodnictwa cieplnego
w drutach balistycznych. Dodatkowo wprowadzenie pola łamiącego symetrię in-
wersji spowodowało, że objętościowe stany Majorany uzyskały przerwę energety-
czną, co spowodowało pojawienie się topologicznie chronionych stanów Majorany
zlokalizowanych na końcach nanoprzewodu. Chociaż skupiliśmy się przede wszys-
tkim na stosunkowo cienkich nanoprzewodach, obserwowane trendy w zależności
od grubości sugerują, że realistyczne grubości nanoprzewodów mogą osiągnąć topo-
logicznie nietrywialne fazy w osiągalnych doświadczalnie wartościach pola Zeemana.
Odkrycia te dają obiecujące możliwości pogłębienia naszego zrozumienia i wykorzys-
tania zjawisk topologicznych w nanoprzewodach SnTe oraz kontrolowania i tworzenia
stanów zerowych Majorany poprzez manipulowanie polami łamiącymi symetrię in-
wersji (np. poprzez ferroelektryczność).

W drugim projekcie badawczym kierujemy naszą uwagę na badanie nietopo-
logicznych stanów granicznych w materiałach będących potencjalnie kwantowymi
spinowymi izolatorami Halla, takich jak heterostruktury HgTe/CdTe i InAs/GaSb.
Udało się stwierdzić, że te wielowarstwowe struktury nie tylko zawierają topolog-
icznie chronione helikalne stany brzegowe, ale także wykazują dodatkowe stany
zlokalizowane na brzegu, które mogą mieć wpływ na rozpraszanie i transport, po-
tencjalnie pogarszając jakość kwantowego spinowego efektu Halla. Wykorzystując
obliczenia oparte na pierwszych zasadach, konstruujemy efektywny model ścisłego
wiązania dla heterostruktur HgTe/CdTe, HgS/CdTe i InAs/GaSb i odkrywamy, że
materiały te wykazują obecność dodatkowych stanów brzegowych, na które wpływa
zakończenie brzegu. Mikroskopowe pochodzenie tych dodatkowych stanów brze-
gowych można prześledzić wstecz do minimalnego modelu, który zawiera płaskie
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pasma i nietrywialną geometrię kwantową, co powoduje powstawanie ładunków po-
laryzacyjnych na brzegach. Ponieważ płaskie pasma oddziałują ze sobą i innymi
stanami, podczas tworzenia hamiltonianu opisującego całą heterostrukturę, ładunki
te manifestują się jako obserwowane dodatkowe stany brzegowe. Warto zauważyć,
że w studniach kwantowych HgTe/CdTe dodatkowe stany brzegowe leżą daleko od
poziomu Fermiego, czyniąc je nieaktywnymi w procesie transportu. Jednak w het-
erostrukturach HgS/CdTe i InAs/GaSb stany te pojawiają się w przerwie energety-
cznej, co pozwala na wielomodowy transport krawędziowy. Na koniec pokazujemy, że
ponieważ te dodatkowe stany krawędziowe są nietopologiczne, możliwe jest wyelimi-
nowanie ich z obszaru przerwy energetycznej poprzez modyfikację elektrostatycznego
potencjału krawędziowego, na przykład za pomocą bramki bocznej lub domieszkowa-
nia chemicznego.

Badania przedstawione w rozprawie zostały opublikowane w dwóch artykułach naukowych:

• Nguyen, N. M.; Brzezicki, W., & Hyart, T. Corner states, hinge states, and
Majorana modes in SnTe nanowires. Phys.Rev.B.105.075310 (2022)

• Nguyen, N. M.; Cuono, G.; Islam, R.; Autieri, C.; Hyart, T., & Brzezicki, W.
Unprotected edge modes in quantum spin Hall insulator candidate materials,
PhysRevB.107.045138 (2023)

Other publication:
• Campetella, M.; Baima, J.; Nguyen, N. M.; Maschio, L.; Mauri, F., & Calan-

dra, M. Hybrid-functional electronic structure of multilayer graphene. Phys-
RevB.101.165437 (2020)

https://doi.org/10.1103/PhysRevB.105.075310
https://doi.org/10.1103/PhysRevB.107.045138
https://doi.org/10.1103/PhysRevB.101.165437
https://doi.org/10.1103/PhysRevB.101.165437
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1

Motivation

T opological semiconductors are an emerging and active area of research in con-
densed matter physics and materials science. They are an exciting branch of

topological materials, which exhibit unique electronic properties due to their non-
trivial topology. The history of topological semiconductors can be traced back to
the early 2000s when theoretical physicists began exploring the concept of topo-
logical insulators. These materials were characterized by an insulating bulk state
but conducting surface states that were topologically protected, meaning they were
robust against certain types of defects and disorder. In 2010, a landmark paper by
M. Z. Hasan and C. L. Kane predicted the existence of 3D topological insulators
[36]. Roughly at the same time, a research group led by Qi and Zhang proposed the
concept of 2D topological insulators [68], which were later experimentally observed
in quantum wells of HgTe/CdTe semiconductor structures. Although the general
classification of topological insulators and superconductor is well-developed, many
of the properties of the real world topological semiconductors are still poorly un-
derstood. Here we concentrate on two classes of topological semiconductors: (i)
SnTe materials as an example of topological crystalline insulators, gapless topolog-
ical phases, higher order topological phases and topological superconductors in the
presence of induced superconductivity, and (ii) HgTe materials as an example of
quantum spin Hall insulators exhibiting interplay of topological and non-topological
edge modes.

Beginning with the pioneering theoretical work by Fu and Kane [38], it was
predicted that SnTe could host a 3D topological insulator phase with symmetry-
protected surface states. SnTe materials (Sn1−xPbxTe1−ySey) are renowned for being
exemplary systems to study 3D topological crystalline insulators and phase transi-
tions. This is because the band inversion can be controlled by adjusting the Sn
content [28, 38, 88, 96]. However, their significance in future studies of topological
effects could be even more profound. Experimental observations of robust 1D modes
at the surface atomic steps [83] have been made and interpreted as topological flat
bands, based on a model with chiral symmetry [72]. Additionally, these experiments
suggest that these flat bands could give rise to correlated states and result in a ro-
bust zero-bias peak in tunneling conductance at low temperatures [59]. While there
has been a temptation to interpret the zero-bias anomaly as evidence of topological
superconductivity, all the observed phenomena can be explained without invoking
superconductivity or Majorana modes [10, 11, 59]. On one hand, recent research on
flat-band systems [54, 64] suggests that in thin films of SnTe materials, the tunabil-
ity of density with gate voltages may enable the realization of both magnetism and
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superconductivity at the step defects. On the other hand, there is a growing pri-
ority to enhance the manufacturing process of low-dimensional SnTe systems with
controllable carrier density in which theoretical calculations indicate that thin SnTe
multilayer systems have the potential to host a wide range of 2D topological phases,
such as quantum spin Hall [51, 77] and 2D topological crystalline insulator phases
[11, 52]. Recent experiments on thin films of SnTe materials show that their trans-
port properties can be controlled by intentionally breaking the mirror symmetry
[41]. SnTe materials hold promise for the exploration of higher-order topology [39,
80]. Consequently, it will pave the way for investigating to investigate the hinge and
corner states in these systems.

Moreover, both theoretical and experimental research on superconductivity has re-
vealed that it can be induced either through the proximity effect or by introducing
In-doping, suggesting the occurrence of diverse and intricate physics as a result [4,
8, 29, 47, 70, 78, 92, 97]. Time-reversal symmetry breaking is also expected to give
rise to interesting topological phases. For example, a Zeeman magnetic field can
be applied externally with high efficiency due to the significant g factor, approxi-
mately g ∼ 50 [25, 63], or it can be introduced through magnetic dopants [62, 85,
86]. Although the topological properties of SnTe nanowires have received little ex-
perimental attention thus far, the situation is expected to soon change because of
ongoing progress in their fabrication [53, 76]. Taking inspiration from these reasons,
we have conducted a comprehensive investigation of the symmetries and topologi-
cal properties in SnTe nanowires, while also utilizing adjustable symmetry-breaking
fields to achieve various types of topological states.

Expanding on the discovery of topological states in SnTe, we aim to deepen
our understanding by investigating the non-topological states associated with the
quantum spin Hall effect. The theory of the quantum spin Hall effect was initially
proposed independently by Kane and Mele in 2005 [40] and by Bernevig, Hughes, and
Zhang in 2006 [6]. They predicted that specific 2D materials with strong spin-orbit
coupling could exhibit a unique electronic behavior, where electrons with opposite
spins move in opposite directions along the material’s edges, creating dissipationless
conduction channels. However, this phenomenon has been known to exhibit surpris-
ingly poor quantization of conductance, especially when compared to the ordinary
quantum Hall effect. Various theories have been proposed to elucidate this behavior.
Notably, by introducing impurity doping in InAs/GaSb bilayers [24] and employ-
ing gate training in HgTe/CdTe quantum wells [56], the quality of edge transport
can be enhanced. These findings imply the presence of additional low-energy states
without topological protection, influenced by specific sample preparation techniques,
which might contribute to the breakdown of topological protection. In certain ex-
periments, for instance in InAs/GaSb bilayers without impurity doping additional
edge modes seem to contribute to transport [61] or in HgTe/CdTe quantum wells,
where the additional states are distant from the Fermi level and do not significantly
impact transport, their dynamic properties suggest involvement in scattering [18].
The microscopic origin of these additional states in both materials is still unknown.
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In our second project, we show another possibility of having additional edge states
which were overlooked by the simple theories, whose number is proportional to the
thickness of the system. Our studies are based on tight-binding models derived from
the ab-initio calculations and analytical results for emergent symmetries, geometric
phases and the end-states of the minimal model. We show in details how the mini-
mal model can be derived from the full one by appropriate projections and how the
end-states of the minimal model become the edge-states of the original system.

Outline of the thesis
This thesis is divided into two parts. In the first part of the dissertation, we first
review the classification of strong topological insulators and superconductors topo-
logical crystalline insulators, gapless topological phases and higher order topological
phases.

• In Chapter 1, we provide a concise review of nonspatial symmetries and the
classification of strong topological insulators and superconductors. Subse-
quently, we demonstrate calculations for the Qi-Wu-Zhang (QWZ) and Bernevig-
Hughes-Zhang (BHZ) models, exemplifying quantum spin Hall insulators, and
the Kitaev model, representing topological superconductivity.

• Chapter 2 begins with an exploration of topological crystalline insulators, em-
phasizing the significance of spatial symmetries, particularly mirror symmetry.
We then delve into the SnTe model, where we compute the topological invari-
ant and delve into the examination of topological phases.

• In Chapter 3, we draw motivation from the gapless phase observed in the BHZ
model in Chapter 1 and establish foundational knowledge before delving into
Chapter 5. This chapter focuses on the classification of gapless topological
phases, and we showcase calculations for the nodal superconductor and the
gapless Weyl semimetal.

• Lastly, Chapter 4 will explore higher-order topological phases where we eluci-
date the concept of topologically nontrivial phases and proceed to construct
simple models for second-order topological insulators and superconductors,
relying on a single mirror symmetry.

The second part of the dissertation provides a summary of the most significant
results obtained in the articles: (i) Corner states, hinge states, and Majorana modes
in SnTe nanowires (in chapter 5), and (ii) Unprotected edge modes in quantum spin
Hall insulator candidate materials (in chapter 6). Finally, we present the conclusion
and outlook to conclude the thesis.
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Chapter 1

Strong topological insulators and
superconductors

Topological insulators are insulating in the bulk and theory predicts the unique
physical properties which guarantees the existence of low-energy states located at
their boundaries [33, 34, 36, 67, 68, 90]. Although the best known example of
a topological phase is the integer quantum Hall state, in which protected chiral
edge states give rise to a quantized transverse Hall conductivity in the presence of
magnetic field breaking the time-reversal symmetry, was discovered in 1980 [45], the
first successful theoretical proposal of time-reversal invariant topological insulators
was publish in the early 2000s [6] and followed by several experiments [24, 46, 95]. We
start this Chapter by reviewing symmetries in quantum systems and discussing the
topological classification of fully gapped free-fermion systems in terms of nonspatial
symmetries, namely, time-reversal symmetry (TRS), particle-hole symmetry (PHS),
and chiral symmetry which define a total of ten symmetry classes. In this Chapter,
we introduce one of the most important thing there is about a topological system.
Namely, the bulk-boundary correspondence. The bulk-boundary correspondence
of a topological system is what allow the edge of the system to develop unique
properties which only exist because of the topologically nontrivial bulk. The first
example will be the Bernevig-Hughes-Zhang (BHZ) model [6] for a two-dimensional
topological insulator where we compute the phase diagrams in the presence of various
additional symmetries and obtain the bulk-boundary correspondence by establishing
the relation between the Chern number and the number of gapless edge modes. We
find that these system fall into two categories: trivial insulator (even number of
pairs of edge states at a single edge) and the topological phase (odd number of pairs
of edge states at a single edge). Finally, we also introduce the Kitaev model as
an example of topological superconductivity and Majorana modes. This Chapter
mainly follow the review paper [16] and lecture notes [3].

1.1 Nonspatial symmetries and classification of strong
topological insulators and superconductors

In this section, we classify fully gapped free-fermion systems in terms of topology
in the presence of nonspatial symmetries, namely, time-reversal symmetry (TRS),
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particle-hole symmetry (PHS), and chiral symmetry which define a tenfold classifi-
cation table [75, 82].

We consider a quantum systems in which
{
ci, c

†
i

}
i=1...N

define a set of fermion
annihilation or creation operators which satisfy the canonical anticommutation re-
lation

{
ci, c

†
j

}
= δij. Here we set our notation asscociated with the lattice sites,

so i, j are combination of lattice sites (I, J = 1 . . .M) and the additional quantum
number for example orbital and spin quantum number: s, px, py, pz, σ . . . . The Pauli
matrices:

σx =

(
0 1
1 0

)
, σy =

(
0 i
−i 0

)
, σz =

(
1 0
0 −1

)
, (1.1)

complex matrices which are Hermitian, involutory and unitary. The "second quanti-
zation" tight-binding Hamiltonian in most of the condensed matter physics context,
can be represented as:

Ĥ (k) =
∑
k

∑
i,j

Hij
k c

†
icj (1.2)

The system states can be represented as an vector live in the Hilbert space. This
can be more compactly expressed using the vector notation ∆.

c =


c1
c2
...
cN

 (1.3)

We examine the ways in which various symmetries are applied in fermionic sys-
tems. In accordance with Wigner’s symmetry representation theorem, any sym-
metry transformation can be expressed by an linear and unitary, or antilinear and
antiunitary operator in the Hilbert space and their action on the fermionic states:

c→ c′ = Uc, (1.4)

and matrices change as H′ = UHU−1. If the system obeys a unitary symmetry then
U and H commute [U,H] = 0. If a unitary operator U act on the spatial part of the
eigenvector ψ (lattice sites I = 1, . . .M) then it is called spatial or if it does not act
on the spatial part it is nonspatial symmetry which we will focus in this section.

1.1.1 Time-reversal symmetries

For systems that can be realized experimentally, time-reversal is the most signifi-
cant discrete symmetry. Until the beginning of this century, physicist thought that
only system without the TRS can exhibit interesting effects such as the quantized
Hall voltage. But thanks to the research of Kane and Mele initiating the study of
topological band theory since 2005, it has been known that the systems with TRS
could also have significant topological phenomena originating from a Z2 topological
invariant [40]. The TRS operator is an antiunitary operator which has the general
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form
T = TK (1.5)

Which contains the unitary part, T and the complex-conjugation part K. Its action
on the Hamiltonian is:

T HkT −1 = H−k

THkT
† = H⊺

−k
(1.6)

Typically T = σy, where σy is Pauli matrix acting on the spin, meaning that the
time-reversal operation does not affect the position coordinate but it flips the sign
of momentum and spin.

Kramers’ Theorem

One of the most important consequence of TRS is Kramers’ theorem which states
that for every energy eigenstate of a time-reversal symmetric system with half-integer
total spin and T 2 = −11, there is at least another eigenstate with the same energy.

Proof: Consider a TR symmetric system which means [T ,Hk] = 0. Then any
eigenstate ψk of Hk with energy eigenvalue Ek has a TRS partner T ψk which is
an eigenstate of H-k with the same energy. This proof is sufficient for all states
within the Brillouin zone, except for time-reversal invariant momenta (TRI) where
k̃ = {ki}i=1,··· ,d, ki = (0, π), as these time-reversal symmetric (TRS) pairs reside at
different momenta. If we could proof that these partner states orthogonal then the
spectrum is indeed doubly degenerate. To demonstrate this, we use the fact that
the unitary part of TRS is anti-symmetric: T 2 = −1 ⇔ TKTK = −1 ⇔ TT∗ =
−1 ⇔ T = −T⊺

⟨ψ|T ψ⟩ =
∑

ψ∗
iTijKψj =

∑
ψ∗
iTijψ

∗
j =

∑
ψ∗
j (−Tji)ψ

∗
i

=
∑

ψ∗
j (−Tji)Kψi = −⟨ψ|T ψ⟩ = 0. (1.7)

Thus, at high symmetry points in the Brillouin zone at the time-reversal invariant
momenta (TRI), the TRS map two orthogonal eigenstates onto each other and they
have the same energy. Such states are called Kramer’s doublet. From Eq(1.6).

T Hk̃T −1 = Hk̃ (1.8)

for d-dimensional system, we have 2d high symmetry points. For instance, in one-
dimensional system, one point is the center k̃ = 0 and the other point is at the
border k̃ = π.

1It is a very important condition to proof Kramers’ Theorem because for T 2 = 1 case, the two
TRS partners may belong to same band.
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1.1.2 Particle-hole symmetries

Particle hole symmetry, also known as charge conjugation, is a anti-unitary trans-
formation that swap fermion’s creation and annihilation operators and their action
on the Hamiltonian:

P = PK (1.9)
PHkP−1 = −H−k (1.10)
PHkP

† = −H⊺
−k (1.11)

Similar with the TRS if Hk|ψk⟩ = Ek is eigenstate then is PH partner P|ψk⟩ is also
an eigenstate but with energy −Ek. Proof:

PHk|ψk⟩ = PEk|ψk⟩
PHkP−1P|ψk⟩ = EkP|ψk⟩

−H-kP|ψk⟩ = EkP|ψk⟩
H-k (P|ψk⟩) = −Ek (P|ψk⟩) . (1.12)

1.1.3 Chiral symmetries

When the system has both particle-hole and time-reversel symmetries we can com-
bined to obtains the chiral symmetry, S ∼ T P ∼ TP. Notice in some case the
hamiltonian can have chiral symmetry while the both the TRS and PHs broken.

SHkS† = −Hk or {S,Hk} = 0 (1.13)

As a consequence, spectrum of chiral symmetric system will be symmetric around
E = 0 due to the fact that the eigenvector |ψk⟩ of H with energy Ek always have
their chiral partner S|ψk⟩ eigenstates with opposite energy −Ek.

SHk|ψk⟩ = SEk|ψk⟩
SHkS†S|ψk⟩ = EkS|ψk⟩
−Hk (S|ψk⟩) = Ek (S|ψk⟩)
Hk (S|ψk⟩) = −Ek (S|ψk⟩) . (1.14)

Chiral symmetric hamiltonian spectrum with odd degrees of freedom has flat-band
at zero energy. Altogether T , P and S define a total of ten symmetry classes which
were originally described by Altland and Zirnbauer [2, 101] (AZ symmetry classes).

In the next subsections we will consider some relevant examples of strong topo-
logical insulators and topological superconductors in more detail.
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Class Symmetry Dimension
T P S 0 1 2 3 4 5 6 7

A 0 0 0 Z 0 Z 0 Z 0 Z 0
AIII 0 0 1 0 Z 0 Z 0 Z 0 Z

AI 1 0 0 Z 0 0 0 2Z 0 Z2 Z2

BDI 1 1 1 Z2 Z 0 0 0 2Z 0 Z2

D 0 1 0 Z2 Z2 Z 0 0 0 2Z 0
DIII -1 1 1 0 Z2 Z2 Z 0 0 0 2Z
AII -1 0 0 2Z 0 Z2 Z2 Z 0 0 0
CII -1 -1 1 0 2Z 0 Z2 Z2 Z 0 0
C 0 -1 0 0 0 2Z 0 Z2 Z2 Z 0
CI 1 -1 1 0 0 0 2Z 0 Z2 Z2 Z

Table 1.1: Tenfold classification table for topological insulators and superconductors
[75]. The first column is the notation of ten symmetry classes of fermionic Hamiltonians.
In the case of TRS and PHS, the symmetry class is characterized by the presence and
T 2(P2) = ±1 values, or absence (denoted as 0). However, for chiral symmetry, it depends
solely on whether it is present (denoted as 1) or absent (denoted as 0). The symbols
Z, Z2, 2Z, and 0 denote the existence or absence of nontrivial topological insulators
(TIs), superconductors (TSCs), or topological defects, and if present, indicate the specific
categories of these states.

1.2 Qi-Wu-Zhang and Bernevig-Hughes-Zhang mod-
els

In this section, we introduce a classic example of two-dimensional topological in-
sulator Qi-Wu-Zhang (QWZ) model [67] (initially used to explain the Quantum
anomalous Hall Effect) and then quantum spin Hall insulator, known as Bernevig-
Hughes-Zhang (BHZ) model [6] for a time-reversal invariant insulator system.

The bulk momentum-space Hamiltonian of QWZ model describes two-dimensional
insulators

HQWZ
k = sin kxσx + sin kyσy + [cos kx + cos ky + u]σz, (1.15)

where u is the sublattice potential, also known as the mass term, because it bears
analogy to relativistic dispersion2. The topological properties in this case are charac-
terised by the Chern number, an important topological invariant for two-dimensional
electron systems. We briefly show the way to compute the Chern number and how it
can predict the real-space edge-state channels behaviour. Theoretically, the Chern
number for the nth occupied band |ψn⟩ is given by:

C(n) = − 1

2π

∫
Brillouin zone

(
∂A

(n)
y

∂kx
− ∂A

(n)
x

∂ky

)
dkxdky (1.16)

2Notice that after expansion of (1.15) around k = 0 and denoting u = u+ δu, the dispersion is
E = ±

√
k2x + k2y + (δu)2, so that δu is analogous to the mass of relativistic particles.
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in which A
(n)
j = −i⟨ψn|∂kj |ψn⟩, j = x, y, is known as Berry connection. In general,

for the two band system, one needs to compute the eigenstate for the only occu-
pied band. On the other hand, for a finite system two-dimensional Hilbert space of
quantum states with points labelled by n,m ∈ Z, for an elementary square of the
grid the Berry flux is:

F(n,m) = −arg [⟨ψn,m|ψn+1,m⟩⟨ψn+1,m|ψn+1,m+1⟩⟨ψn+1,m+1|ψn,m+1⟩⟨ψn,m+1|ψn,m⟩] ,
(1.17)

and the sum of the Berry flux, over all the elementary squares in the Brillouin zone,
gives us value of Chern number:

C =
1

2π

∑
n,m

F(n,m). (1.18)

Because the Berry flux is gauge invariant it means that the Chern number itself is
gauge invariant. Moreover, we can also use this formula as numerical technique for
a finite-resolution grid of kx, ky points in the Brillouin zone. Therefore, the Chern
number of a chosen band can be computed using this discrete definition (1.18). As
the mass term parameter u changes, there exists three qualitatively different behav-

iors:


|u| > 2, C = 0, trivial
−2 < u < 0, C = −1, non-trivial
0 < u < 2, C = 1, non-trivial

.

We then go to the real space Hamiltonian for the QWZ model to confirm the
bulk-boundary correspondence. This means that now just ky is a good quantum
number and the eigenstates in the kx direction are quantized. As Fig. 1.1 (d) de-
picts, in the trivial regime, C = 0, the one-dimensional spectrum is gapped (the
system is a trivial insulator). However, when the sublattice potential −2 < u < 2,
there are energy eigenstates that are localized on the edge of the system connecting
between the positive and negative bands. As Fig. 1.1 (b) shown, electrons move in
the positive direction in real space on the left edge and negative direction on the
right edge when C = −1 and vice versa in Fig. 1.1 (c) when C = 1.

After discussing the QWZ model, we next introduce the description for the BHZ
model or time-reversal invariant two dimensional insulator. It can be written in
matrix form as [6]:

HBHZ
k =

(
H ∆
∆† H∗

)
(1.19)

or expanded with the help of Pauli matrices as (notice that both are in momentum
space)

HBHZ
k = σ0⊗ [(u+ cos kx + cos ky) · σz + sin ky · σy]+σx⊗∆+σz⊗ sin kxσx. (1.20)

This means that starting from QWZ Hamiltonian Eq.(1.15), we duplicate the sys-
tem, take the complex conjugate of one of the subsystems, H∗ = KHK, and allow
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Figure 1.1: (a) Topological phase diagram of QWZ Hamiltonian (1.15) as function of
mass term u. Red dots are discrete values of u in which the one-dimensional spectra are
computed in (b),(c) and (d) with system width N = 20 unit cells. Blue/Red color indicate
the projection of the eigenstates onto the first/last unit cells located at the left (blue) and
right (red) edge of the system. (b) Spectrum of the non-trivial phase at u = −1.2 with
Chern number C = −1 (c) Spectrum of the non-trivial phase at u = +1.2 with Chern
number C = +1 (d) Spectrum of the non-trivial phase at u = 2.4 with Chern number
C = 0.
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a specific form of coupling ∆ between the subsystems 3. The coupling term ∆ is
a Hermitian operator acting on the internal degree of freedom (ex: orbital, spin..).
The last piece of the picture would be the effect of these couplings on the system,
particularly on the edge modes. Consider two cases of TRS.

T1 = σx ⊗ 12 K T 2
1 = 1 (1.21)

T2 = iσy ⊗ 12 K T 2
2 = −1 (1.22)

where 12 are 2× 2 identity matrices and their action on the Hamiltonian reads

T1H
′
kT −1

1 =

(
0 1
1 0

)(
H∗ ∆∗

∆⊺ H

)(
0 1
1 0

)
=

(
H ∆⊺

∆∗ H∗

)
(1.23)

T2H
′
kT −1

2 =

(
0 1
−1 0

)(
H∗ ∆∗

∆⊺ H

)(
0 −1
1 0

)
=

(
H −∆⊺

−∆∗ H∗

)
(1.24)

And from Eq.(1.6), the requirements for the system to have time-reversed symmet-
ric with T 2

1 = 1 if ∆ = ∆⊺ are symmetric and with T 2
2 = −1 if ∆ = −∆⊺ are

anti-symmetric. If we set ∆ = 0 the BHZ model is the direct sum of two QWZ
Hamiltonians with opposite Chern numbers. Fig. 1.2(a) shows that the spectrum of
the uncoupled systems is just the sum of two opposite Chern number-QWZ models
with two opposite-propagating edge state branches on each edge (Each branch of
propagating edge states is similar to Fig. 1.1 (b)-(c)) and they connected by time-
reversed transformation. In typical physical realization the subsystems correspond
to spin ↑ and spin ↓. Therefore, in the following the subsystems will be called spin
sectors.

Let’s now consider the case where the spin sectors are coupled. First for the ∆ ∼ σx
which obeys the time-reversal symmetry T1 satisfying T 2

1 = 1 (and breaks the T2

symmetry), an anti-crossing is observed in the edge-states dispersion relations, as in
Fig.1.2(b), because particles now can move between subsystems on the same edge
which have opposite propagating direction or in other words, counter-propagating
edge states on the same edge are now coupled. The system is not topological in-
sulator based on Table. 1.1. On the other hand when ∆ ∼ σy, the coupling be-
tween the spin sectors causes the bands support a nontrivial pseudospin texture
⟨τ⃗⟩n = ⟨ψn|τ⃗ |ψn⟩ the pseudospin operators where τx,y,z are the Pauli matrices acting
in each spin sector space. As illustrated in Fig. 1.2 (c) the spin direction4 depends
on the momentum whereas pseudospin texture is trivial in case ∆ = 0, as shown
in Fig. 1.2 (a). Because the antisymmetric coupling obeys T2, the two counter-
propagating modes still have opposite spins at each momentum, so that there is no
anti-crossing happening as long as the coupling is not strong enough to close the
bulk gap as depicted in Fig.1.2(c).

3These two diagonal-block have opposite Chern number.
4the pseudospin direction rotates in two-dimensional (⟨τx⟩n, ⟨τz⟩n) plane because the pseudospin

component ⟨τy⟩n is negligible



1.2. Qi-Wu-Zhang and Bernevig-Hughes-Zhang models 13

1.0

-1.0

(a) (b) (c)

Left

Right

ꝺE/ꝺk
(+)

Figure 1.2: One-dimensional energy spectra of the BHZ model with stripe width N = 20.
Here we set the sublattice potential u = −1.2. Blue/Red color indicate the projection of
the eigenstates onto the first/last unit cells located at the left (blue) and right (red) edge
of the system. (a) ∆ = 0 uncoupled layers. (b) ∆ = 0.4σx, symmetric coupling cause the
low-energy bands to form an anti-crossing. (c) ∆ = 0.4σy anti-symmetric coupling where
we observe a non-trivial pseudospin texture in contrast with (a).
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Similarly, as in the QWZ case, it is natural to compute the phase diagram for
two cases ∆ = 0 and ∆ ∼ σy. In case of no coupling system, the Hamiltonian
(1.20) has inversion symmetry I = 12 ⊗ σz, I · Hk · I † = H−k and [I , T2] = 0.
Therefore, the eigenstates of TRS are also eigenstates of inversion symmetry. Con-
sider time-reversal invariant momenta (TRI), eigenstate |ψk̃⟩ and its Kramer part-
ner T2|ψk̃⟩ are orthogonal, as proved in (1.7), and share the same inversion eigen-
value. The Z2 bulk topological invariant is the parity of all occupied Kramers pairs
’s inversion eigenvalues at all the time-reversal invariant momenta θ

(
k̃
)
, k̃j =

(0, 0), (0, π), (π, 0), (π, π).
−1N =

∏
i,j
θi

(
k̃j

)
, (1.25)

where i are the Kramer pairs indices. In this case we just have one occupied Kramer
pair.

As shown in Fig.1.3, if |u| > 2, the parity of the eigenvalues is 1, so N = 0 and the
system is in the trivial regime, while the topological insulator phase appears when
−2 < u < 2 because the parity is −1 and N = 1. Finally, when adding the inversion
breaking term, the anti-symmetric coupling ∆ ∼ σy, the calculation of Z2 invariant
now is not quite straightforward. Based on the work of Kane and Mele [40], from
occupied band wave functions we calculate the Pfaffian:

P (k) = Pf [⟨ψk|T2|ψk⟩] . (1.26)

Then the bulk topological invariant can be obtained by counting the number of pairs
of complex zeros of P which can be computed from expression:

I =
1

2πi

∫
F

dk · ∇kln [P (k) + iδ] , (1.27)

the path F is defined so that it contains half of the complex zeros of the Pfaffian.
In this case we chose a loop around half of the Brillouin zone.The nontrivial phase
is determined by Z2, defined as I mod 2, as shown in Fig. 1.4 (a). Additionally,
we demonstrate that the closing of the bulk gap indicates a phase transition by
calculating the bulk gaps as a function of the mass term u, as depicted in Fig. 1.4
(b)-(d). The bulk-boundary correspondence is illustrated in Fig. 1.5 (a)-(b), where
the topological phase exhibits gapless edge modes, while the trivial insulator does
not. Finally, as we conclude this Chapter, it is worth noting that the system also
contains gapless topological phases, as depicted in Fig.1.4 (d) and Fig.1.5 (c). A
more detailed exploration of these phases will be undertaken in Chapter 3.

Parity of Kramers pairs

The TRS T 2
2 = −1 provides us a further restriction on the number of edge states

under an adiabatic deformation of the BHZ Hamiltonian which will define a topolog-
ical invariant. Consider a single edge of the system described by a one-dimensional
Hamiltonian along kx/y : −π −→ π. At any given energy the spectrum has to be
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Figure 1.3: (a) Topological phase diagram of BHZ Hamiltonian (1.20) with no coupling
between two layers ∆ = 0 as functions of mass term u. Red dots are discrete values of u
in which the one-dimensional spectra with system width N = 20 unit cells are computed
in (b) and (c). Blue/Red color indicate the projection of the eigenstates onto the first/last
unit cells located at the left (blue) and right (red) edge of the system. (b) Spectrum of
the non-trivial phase at u = −1.2 with bulk invariant N = 1. At low energy, on each
side of the strip, there are two edge states connecting through the gap and propagating
in opposite directions. (c) Spectrum of the trivial phase at u = 2.5 with bulk invariant
N = 0.
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Figure 1.4: Topological phase diagram of BHZ Hamiltonian (1.20) with ∆ = 0.3σy.
(a) Topological invariant Z2 as functions of mass term u. (b) Energy gap of the two-
dimensional bulk system as functions of mass term u. (c)-(d) Energy gap around the
transition points.
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Figure 1.5: Dispersion relation of 1D BHZ Hamiltonian for system of width N = 40 unit
cells at three different phases. Black/Red color indicates the projection of the eigenstates
onto the first unit cells located on both of side the system. (a) Trivial insulator with
u = −2.5. (b) Non-trivial phase with u = −1.5 (d) Gapless phase with u = −0.02.

symmetric around k = 0 due to TRS and because one edge can host both left and
right moving edge states. Therefore, the number of nontopological edge states on
one edge is always a multiple of 4. Under an adiabatic deformations, these states
can be coupled so that they form an anti-crossing and appear (disappear) from that
energy level, similarly as in Fig. 1.2 (c). By contrast, this cannot happen at k = 0, π
since it will violate the Kramers’ Theorem which states that at that momenta the
states have to be doubly degenerate, similarly as in Fig. 1.2 (d). So the parity of
Kramers pairs:

d =
N+(E) +N−(E)

2
mod 2, (1.28)

where N−/+(E) are number of left/right moving edge states on one edge, are a Z2

invariant because it can only take two values 0(1).

1.3 Kitaev model
We start by introducing the Majorana operators from the fermion creation and
annihilation operators

{
c, c†

}
= 1 and their action on states as follow :

c†|0⟩ = |1⟩, c|1⟩ = |0⟩, c†|1⟩ = c|0⟩ = 0 (1.29)

This is Dirac’s fermions: a particle is associated with an anti-particle (such as elec-
trons and positrons). However, there is a distinct class of fermions called Majorana
fermions: a particle that is its own anti-particle,

γ† = γ (1.30)
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n=1 n=2 n=3 n=4 n=5 n=6(a)

(b) γ1 γ12 γ11 γ10 γ9 γ8 γ7 γ6 γ5γ4 γ3 γ2 

Figure 1.6: Schematic view of the system illustrates the two simple cases: (a) ∆ = t =
0, µ ̸= 0 and (b) ∆ = t ̸= 0, µ = 0. The black arrow indicates the paring order of Majorana
states.

Even though the concept was first proposed by Ettore Majorana in the context of
particle physics, it has not been discovered as elementary particle in nature to this
day, but there are some candidates such as neutrinos. This section focuses on an
alternative possibility of its appearance as a quasiparticle in a condensed matter
system. Interestingly, one could obtain it by a simple transformation from one basis
to the other:

c =
1

2
(γ1 − iγ2) , c

† =
1

2
(γ1 + iγ2) (1.31)

γ1 = c+ c†, γ2 = i
(
c− c†

)
. (1.32)

So γ1, γ2 satisfy the condition Eq.(1.30) and anticommute with each other as Dirac
fermions.

γ21 = γ22 = 1, {γ1, γ2} = 0 (1.33)

Therefore, a pair of Majorana operators can always be used to express any fermion
operator in fermionic systems. In the following step, we will isolate a single Majorana
mode from its partner utilizing the idea proposed by A. Kitaev [43]. Let’s create
a chain of fermions as shown in Fig.1.6 (a), where each domino tile n represents a
fermion. Next, we write the one-dimensional superconducting Kitaev Hamiltonian:

H = −µ
∑
n

c†ncn − t
∑
n

(
c†n+1cn + h.c

)
+∆

∑
n

(cn+1cn + h.c) (1.34)

where µ is the onsite energy, the hopping t between different sites and ∆ is the
superconducting pairing. By substitute the Eq.(1.31) we arrived:

H =− µ
∑
n

(
1

2
− iγ2n−1γ2n

)
+
i

2
(t+∆)

∑
n

γ2n+1γ2n

+
i

2
(t−∆)

∑
n

γ2n+2γ2n−1

(1.35)

There are two limit cases: the first is ∆ = t = 0, µ ̸= 0 Eq. 1.35 reduces to
H1 = (i/2)µ

∑
n=1 γ2n+1γ2n which we pair up the Majoranas from same sites as the

situation shown in Fig. 1.6(a) and ∆ = t ̸= 0, µ = 0 which help us to obtain unpaired
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Majoranas at the end of the chain when the Majoranas are connected from differ-
ent sites, because the Hamiltonian then becomes H2 = it

∑
n=1 γ

†
2n+1γ2n as shown

in Fig. 1.6(b). For convenience, the aforementioned superconducting Hamiltonian
should be expressed using the Bogoliubov-de Gennes formalism.

H =
1

2
Ψ†HBdGΨ, Ψ =



c1
...
cN
c†1
...
c†N


(1.36)

HBdG = −
∑
n

µτz|n⟩⟨n| −
∑
n

[(tτz + i∆τy) |n⟩⟨n+ 1|+ h.c] (1.37)

with |n⟩ a column basis vector (0, . . . , 1, 0, . . . )⊺ corresponding to the n-th site of
the chain, and τi, i = x, y, z are Pauli matrices acting on the electron and hole states
τi = σi ⊗ 1N . It has particle-hole symmetry P = τxK, PHBdGP−1 = −HBdG. We
then can write the BdG Hamiltonian in momentum space:

H(k) = ⟨k|HBdG|k⟩ = − (2t cos k − µ) τz + 2∆ sin kτy (1.38)

with Bloch eigenstate:

|k⟩ = 1√
N

∑
n

e−ikn|n⟩. (1.39)

The topological invariant of a Bogoliubov-de Gennes Hamiltonian is characterized
by the sign of the Pfaffian. This Pfaffian may change sign only when an eigenvalue
of H(k) passes through zero. For every eigenvalue E (k) we have another one at
−E (−k) because of particle-hole symmetry. So, if E (k) switches sign, then its
partner does as well. Furthermore, the spectrum has to be periodic in the Brillouin
zone, which means that gap closings at finite momentum always come in pairs so
it cannot change the Pfaffian. There are only two exception points which are the
TRI: k̃ = (0, π), τxH

∗(k̃)τx = −H(k̃), in which every eigenvalue are mapped onto
themselves by particle-hole symmetry. To compute the topological invariant the
Hamiltonian needs to be transformed into an antisymmetric form:

H̃ (0) =

(
1 1
i −i

)(
−2t− µ 0

0 2t+ µ

)(
1 −i
1 i

)
= −i

(
0 −2t− µ

2t+ µ 0

)
(1.40)

H̃ (π) =

(
1 1
i −i

)(
2t− µ 0

0 −2t+ µ

)(
1 −i
1 i

)
= −i

(
0 2t− µ

−2t+ µ 0

)
. (1.41)

The bulk topological invariant Q can be obtained by the following expression:

Q = sign
(
Pf
[
iH̃ (0)

]
Pf
[
iH̃ (π)

])
. (1.42)
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Figure 1.7: (a) Topological phase diagram of Kitaev model as a function of onsite po-
tential µ. Band structure of Kitaev Hamiltonian for different chemical potential µ: (b)
µ = −2.0t. (c)µ = 1.5t (d) µ = 2.0t. The gap closing point occurs at TRI points with
|µ| = 2t. We set ∆ = t and t as the energy scale
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Figure 1.8: (a) The spectrum of an open Kitaev chain with N = 20 unit cells as a
function of µ. The red dashed lines indicates the values of µ used in (b) and (c). (b)
Trivial superconductor with µ = 2.5. The system is gapped and there are no end states.
(c) The topological regime with µ = 0.5 shows two states at zero energy (red dots) and
the blue dot is the first excited states. Inset: Local density of states (LDOS) as a function
of position n. We set t = 1.0, ∆ = t.

For a 2× 2 antisymmetric matrix:

Pf
[
iH̃ (0)

]
= −2t− µ (1.43)

Pf
[
iH̃ (π)

]
= 2t− µ (1.44)

As shown in Fig. 1.7 (a) Q changes sign at µ = −2t when Pf
[
iH̃ (0)

]
changes sign.

This happens at the band crossing at k = 0 as shown in Fig. 1.7 (b). Another
topological phase transition occurs at µ = 2t when Pf

[
iH̃ (π)

]
changes sign, and

the band crossing occurs at k = π as shown in Fig. 1.7 (d). The trivial phase
characterized by Q = 1 while Q = −1 means that the bulk is in a topological
phase. To understand the relationship between the edge Majorana modes and the
bulk topological invariant Q, we calculate the spectrum of the open-chain Kitaev
Hamiltonian Eq. (1.37) as a function of µ. As shown in Fig. 1.8 (a), two states at
zero energy, corresponding to the two unpaired Majorana zero modes, start to split
around µ = 2t. Moreover, as shown in Fig. 1.8 (c), these states are localized at the
end of the wire. As long as the bulk energy gap is finite, the Majorana modes are
protected by PHS which requires the spectrum has to be symmetric around zero
energy. In contrast, when µ > 2t the Majorana modes disappeared as shown in
Fig. 1.8 (b).
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Chapter 2

Topological crystalline insulators

Until now, our primary focus has been on studying topological phases and phe-
nomena that are protected solely by nonspatial AZ symmetries. In this chapter,
we present additional spatial symmetries and discuss how these modifications im-
pact the topological distinctions of gapped phases, resulting in an enrichment of
the tenfold classification of topological insulators (TIs) and topological supercon-
ductors (TSCs). Imposing additional symmetries can have two potential effects.
Specifically, additional spatial symmetries can lead to modifications in the topolog-
ical classification [32], including weak TIs and TSCs. In such cases, the topological
properties rely on the presence of lattice-translation symmetry or point-group sym-
metries, such as reflection and rotation [91]. Alternatively, these extra symmetries
might not change the topological classification but can result in simplified formu-
lations for the topological invariants within the tenfold classification [26, 27, 30].
In the following sections, after providing a brief overview of spatial symmetries, we
focus on the classification of TCIs and TCSs in the presence of reflection symmetry.
We then delve into the study of the SnTe topological crystalline insulator. For ease
of understanding, the notation used in this chapter will follow the conventions from
[16].

2.1 Classification of topological crystalline insula-
tors and superconductors

Spatial symmetries of a lattice are described by space groups. Operations in space
groups consist of lattice translations and point-group operations that leave at least
one point in space unchanged (for example reflection, inversion and rotations). Con-
sider a space-group operation G that maps the mth site in the unit cell at r to the
m′th site in the unit cell at uGr + Rm in a d-dimensional system, where uG is an
orthogonal d× d matrix and Rm is a lattice vector. Then fermion annihilation op-
erators in real space ψ̂a(r) are transformed correspondingly by a unitary operator Ĝ
acting on the electron field operator as

Ĝ · ψ̂a(r) · Ĝ−1 =
∑
b

Uab
G ψ̂a(uGr +Rb) (2.1)
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where indices a and b label the sites within a unit cell as well as internal degrees of
freedom, such as spin, and UG is a unitary matrix. In general, we can always use
momentum-space Bloch functions as the basis functions in generating irreducible
representations of a space group. In momentum space, the fermion annihilation
operators transform as

Ĝ · ψ̂a(k) · Ĝ−1 =
∑
b

Uab
G e

−iuGk·Raψ̂b(uGk) (2.2)

Hamiltonian has crystalline symmetry if ĜĤĜ−1 = Ĥ or the Bloch-BdG form:

UG(k)H(u−1
G k)U†

G(k) = H(k) (2.3)

Crystalline symmetries are either symmorphic or nonsymmorphic space-group sym-
metries. A space group is called symmorphic if, in addition to lattice translations,
all generating symmetry operations leave one common point fixed, k0 [21]. We then
have [H(k0),UG(k0)] = 0 which leads to the possibility to define topological invari-
ants at (k0) in the eigenbasis of UG(k0). In this chapter, we mainly focus on such
symmorphic symmetry, which is reflection symmetry. Consider a the Bloch Hamil-
tonian that is invariant under reflection in the n1 direction,

R−1
1 H(−k1, k̃)R1 = H(k1, k̃) (2.4)

where k̃ = (k2, . . . , kd). Because R1
1 is unitary, thus, on the corresponding reflection

plane, the hyperplanes that are symmetric under reflection in the BZ, k1 = 0, ones
can always choose:

R†
1 = R1, R1

2 = 1, (2.5)

so that the eigenvalues of R1 are either −1 or +1. Finally, the classification of
topological insulators and superconductors in the presence of reflection symmetry
is defined by the relations between R1 and the AZ symmetry operators (T , P and S)

R1T = θT T R1, R1P = θPPR1, R1S = θSSR1 (2.6)

with θT ,P,S = ±1. For the nonchiral symmetry classes AI, AII, AIII, C, and D, these
values are labeled by RθT , RθP , RθS , and RθT P for chiral symmetry classes BDI, CI,
CII, and DIII in table 1.1. As a result, we obtain 27 different symmetry classes in
the presence of AZ and reflection symmetries. More details can be found in table
VIII in the review paper [16] which summarizes as follow:

• Z and Z2 invariants: In cases where symmetry classes with minimum one AZ
symmetry that anticommutes with the reflection operator, R, the topological

1R1 can depend only on k1
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invariants (Z or Z2) of the original tenfold classification continue to maintain
in certain cases, even when reflection is present. These invariants protect
gapless boundary modes, regardless of the orientation of the boundary.

• MZ and MZ2 invariants: On the hyperplanes in the BZ that are symmetric
under reflection, The mirror Chern numbersMZ2, the mirror winding numbers
MZ, and the mirror invariants Z2 are computed. A nontrivial value of these
mirror indices signifies the presence of protected boundary modes at reflection
symmetric surfaces. Conversely, surfaces that break reflection symmetry are
generally characterized by a gap.

• T Z2 invariant: In categories where the operator R anticommutes with both
T and P operators, the second-order Z2 invariants are well defined only with
the existence of translation symmetry. That is, protected TCIs and TCSs can
exist if reflection, translation, and AZ antiunitary symmetries are all present.

• MZ⊕Z andMZ2⊕Z2 invariants: When reflection-symmetric TIs (TCSs) with
chiral symmetry are characterized both by a Z (Z2) invariant and indepen-
dently by a mirror index MZ (MZ2). At boundaries that are perpendicular
to the mirror plane, the number of protected gapless states is corresponding
to the maximum values of |nZ| and |nMZ| [17].

In contrast to our previous chapter, where we examined gapless topological sur-
face states that exist at any boundary of TCIs and TSCs protected by nonspatial
AZ symmetries, TCIs and TCSs only display these gapless modes on surfaces that
remain unchanged by the crystal symmetries. The lack of gapless modes on bound-
aries that violate spatial symmetries does not imply a trivial bulk topology and thus
cannot be relied upon to deduce the topology of TCIs and TCSs. In the upcoming
section, we will illustrate this concept using SnTe as a case study for topological
crystalline insulators.

2.2 SnTe materials
SnTe materials have been experimentally identified as TCIs protected by reflection
symmetry [38, 88]. Our starting is the p-orbital tight-binding Hamiltonian:

H(k) = m12⊗13⊗Σ + t12
∑

α=x,y,z

12⊗(13 − L2
α)⊗hα(kα)

+t11
∑
α ̸=β

12⊗
[
13 −

1

2
(Lα + ϵαβLβ)

2

]
⊗hα,β(kα, kβ)Σ

+
∑

α=x,y,z

λα σα⊗Lα⊗18, (2.7)
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which has been used for describing the bulk topological crystalline insulator phase
in the SnTe materials [38] and various topological phases in lower dimensional sys-
tems [11, 83]. Here we have chosen a cubic unit cell containing eight lattice sites
Fig. (2.1), Σ is a diagonal 8× 8 matrix with entries Σi,i = ∓1 at the two sublattices
(Sn and Te atoms), εαβ is Levi-Civita symbol, Lα = −iεαβγ are the 3 × 3 angular
momentum L = 1 matrices, σα are Pauli matrices, and hα(kα) and hα,β(kα, kβ) are
8× 8 matrices describing hopping between the nearest-neighbors and next-nearest-
neighbor sites, respectively . For more details, please refer to the Appendix A where
we have included our paper in Chapter. 5. Here, we use m = 1.65 eV, t12 = 0.9 eV
and λα ≡ λ = 0.3 eV.

In the context of topological crystalline materials, a common method to differen-
tiate between topologically trivial and nontrivial phases is by examining the midgap
states present in the entanglement spectrum or entanglement Hamiltonian. These
states serve as a reliable indicator. The distinguishing feature of these materials lies
in their non-zero mirror Chern numbers, which result in the presence of four surface
Dirac cones. These cones are protected by the reflection symmetry, providing fur-
ther evidence of the material’s topological nature. We note that the Hamiltonian
exhibits the mirror and time-reversal symmetries. The diagonal mirror symmetries
Mxy (Myx) with respect to the x̂+ ŷ (x̂− ŷ) planes are the following:

Mxy =
σx − σy√

2
⊗
(
(Lx − Ly)

2 − 13
)
⊗ Pxy (2.8)

Myx =
σx + σy√

2
⊗
(
(Lx + Ly)

2 − 13
)
⊗ Pyx (2.9)

where

Pxy =



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


(2.10)

Pyx =



0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0


(2.11)

They are Kronecker products of three parts corresponding to the spin, the orbital
and the atomic degrees of freedom, respectively. Pxy/Pyx is the matrix that ex-
changes the atomic positions with respect to the mirror plane and the time-reversal
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Figure 2.1: Schematic view of the unit cell. The two sublattices, corresponding to Sn
(red) and Te (green) atoms, have opposite on-site energies. The shaded plane is the Mxy

mirror plane.

operator is T = TK, T = σy ⊗ 13 ⊗ 18. These operators satisfy the following
relations:

TH(k)T† = H(−k)⊺

MxyH(kx, ky, kz)M
†
xy = H(ky, kx, kz)

MyxH(kx, ky, kz)M
†
yx = H(−ky,−kx, kz), (2.12)

and the mirror operator anticommutes with the time-reversal operator. In the eigen-
basis of these mirror operators, T takes block off-diagonal form while Hamiltonian
has a block-diagonal form since it commutes with the mirror operators. Therefore,
the sum of the mirror chern numbers (MCN) vanishes on the high symmetry planes,
so that each block has an opposite MCN. The block-diagonal H ′:

H ′ = β−1
M HβM , (2.13)

with βM = {|αj⟩}j=1...d are eigenbasis of Mxy(Myx). The integral of the Berry
curvature over the Brillouin zone summed over all occupied bands gives an integer
called the Chern number

C =
∑
n⩽nF

C(n), (2.14)

with C(n) is given in the previous Chapter, Eq. (1.16). Nonetheless, the expression
(2.14) is impractical for numerical computation due to its reliance on a continuous
gauge of vectors |n,k⟩, which can only be determined numerically for large matrices.
This challenge can be overcome through special gauge-invariant approaches for Berry
curvature [20]. However, these methods yield Berry curvature on a band-by-band
basis and become singular when encountering band crossings. In scenarios where
the curvatures of individual bands are unnecessary, as is the case here, the most
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Figure 2.2: (a) Band gap (blue line) of the first diagonal-block of the three dimensions
Hamiltonian (2.7) in the eigenbasis of Mxy as a function of the next-nearest-neighbor
hopping t11. Notice that on this mirror plane (kx, ky, kz) −→ (kx, kx, kz). (b)-(d) Bulk
spectra for different values of t11 = −1.1t12,−0.9t12 and −0.5t12 on the mirror plane. The
green region in (c) highlight where the gap closing happens
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pragmatic approach is to represent the Chern number as so-called Kubo formula
that describes Hall conductivity in the quantum Hall systems [60]:

C =
1

π

∫ 2π

0

∫ 2π

0

∑
n⩽nF
n′>nF

Im
[⟨n|∂kxH ′ |n′⟩⟨n′|∂kzH

′|n⟩
(ϵn − ϵn′)2

]
dkxdkz, (2.15)

where |n⟩ and ϵn are the eigenstates and the eigenvalues of the Hamiltonian in the
projected subspace, H ′, and nF is the half-filling. In the sum n runs over the oc-
cupied bands and n′ over unoccupied ones. In our case, we do not insert the full
Hamiltonian into the Kubo formula because it would give zero Chern number due to
TRS. Instead we insert one of the diagonal blocks of H in the eigenbasis of the mirror
operator Mxy (Myx). It is worth noting that integral in Eq. (2.15) is calculated over
the mirror plane, kx = ky . In Fig. 2.2, we plot the bulk gap on the corresponding
mirror plane as function of the next-nearest-neighbor hopping t11. When the MCN
is equal to 0 we have a trivial insulator, while it is equal to 2 in the case of a TCI.

On the other hand, the bulk-boundary correspondence exists for surfaces that are
parallel to the Mxy (Myx) plane because it preserves these symmetries. Thus, we
open the Hamiltonian respect to nz-direction to show the surface Dirac cones. In
Fig. 2.3, we show that the surface Dirac cones are correctly present in the low energy
spectrum of a system with L = 500 layers stacked in the nz-direction, with two cones
appearing on each mirror Mxy (Myx) eigenbasis.
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Figure 2.3: (a) and (d) Schematic views of the SnTe multilayers stacked in the (001)
direction with with L = 500 layers. The shaded planes are Mxy and Myx plane, respectively.
(b)-(c) Dispersion relations of the first and second diagonal-block in Mxy eigenbasis. (e)-(f)
Dispersion relations of the first and second diagonal-block in Myx eigenbasis. Here, we set
the next neareast hoping t11 = −0.65t12. Blue/Red color indicate the projection of the
eigenstates onto the first/last unit cells located at the lower (blue) and upper (red) surface
of the system. Inset: Local density of states (LDOS) as a function of position nz for the
states shown with red and blue dots in (c) and (d).
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Chapter 3

Gapless topological phases

In Chapter 1, while studying the BHZ model with anti-symmetric coupling between
two layers, we encountered a gapless phase region while calculating the topological
phase diagram. The primary objective of this chapter is to further explore the nature
of this gapless topological phase and establish a foundation before proceeding to
Chapter 5, where we will present our research results featuring the Weyl semimetal
phase.

3.1 Classification of gapless topological phases
Fermi surfaces, Fermi points, and nodal lines are directly derived from the Pauli
exclusion principle, which states that each quantum state can only accommodate
one electron. In other words, they represent the points in momentum space where
the energy dispersion ϵ(k) is equal to zero. These objects are collectively known as
Fermi surfaces (FSs) for simplicity. If there is a FS present at any energy then the
bulk system is considered gapless. FSs can be topologically stable, meaning that
they cannot be fully closed by local perturbations in momentum space. This chapter
provides a review of the topological classification of stable FSs in gapless semimet-
als, as discussed in recent papers [58, 99]. It is important to note that, in lattice
systems, the concept of stability only applies to a "single" FS, which is isolated from
other FSs in the Brillouin zone (BZ). Therefore, we focus on FSs that are located
within a specific region of the BZ, rather than considering all FSs in the entire BZ.
This is because in lattice systems, it is possible to close FSs in pairs by introducing
perturbations that connect different FSs. Additionally, FSs with nontrivial topolog-
ical charges in any lattice system are always accompanied by partners with opposite
topological charges. As a result, the sum of the topological charges of all FSs in full
BZ is zero. Consequently, the topological invariants for FSs are defined in terms of
integrals along specific submanifolds of the BZ, rather than integrals over the entire
BZ as in the case of TIs and TSCs discussed in previous Chapters.

In these gapless systems, the bulk-edge correspondence can be interpreted by
considering the wave vector parallel to the system boundary, labeled as k||, as
a parameter then establish the bulk-edge correspondence to the remaining lower-
dimensional Hamiltonian. Whenever the line or plane corresponding to a constant
k|| crosses a FS point (nodal, Dirac or Weyl points), the topological invariants of
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(a) (b)

Figure 3.1: The way we classify "isolated" stable Fermi surfaces depends on how they
change under global antiunitary symmetries. (a) Each Fermi surface (red point/line) re-
mains unchanged under global nonspatial AZ symmetries. Blue circles/spheres represents
the contour in which the topological invariants are defined. (b) Different Fermi surfaces
are connected to each other in pairs through global symmetries. Adapted from [15].

the Hamiltonian H(k||) changes according to such as the winding of the Dirac point
or chiralities of Weyl nodes. This means that zero energy edge states can emerge
for specific momentum values that are parallel to the boundary.

The topological gapless system are classified by both the symmetry class of their
Hamiltonians and the codimension p of the FS. In the scope of this chapter, we only
focus on stable FSs protected by nonspatial AZ symmetries. Gapless phases, which
are protected by spatial symmetries, will be briefly reviewed in the next chapter.
The codimension is defined as:

p = d− dFS, (3.1)

in which d and dFS are the dimension of the BZ and the "minimal" dimension of
the FS, respectively. Here we define here dFS as the smallest possible dimension
of the band crossing when the Fermi energy is varied because the dimension of
the FS can be different corresponding to different Fermi energies. For example, in
Weyl semimetals, the Fermi surface is either zero dimensional (at the Weyl node)
or two dimensional (when the Fermi energy is far away from the band crossing) so
dFS = 0. Notice that p cannot larger than d since dFS is always positive. Further-
more, in another analysis of the topology of the system, it is crucial to distinguish
whether the Fermi surfaces (FSs) remain unchanged by the non-spatial antiunitary
AZ symmetries [58]. In Fig. 3.1, two different scenarios need examination:

(i) Each individual FS is invariant under antiunitary AZ symmetries, denoted as
FS1 [84, 99, 100].

(ii) Different FSs are pairwise related to each other through AZ symmetries, re-
ferred to as FS2 [15, 58].
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In the following section, we explore two cases in which we explore Fermi surfaces at
or off high-symmetry points to gain a deeper understanding of the system.

3.2 Two dimensional nodal superconductor and Weyl
semimetals

In this section, we illustrate two examples of gapless topological states. First, we
present the tight-binding 2D Hamiltonian of the square lattice [15]:

H(k) = σx sin kx + σy sin ky, (3.2)

which describes a nodal superconductor with point nodes. The system preserves
the time-reversal symmetry (TRS) T = σyK, T 2 = −1, and particle-hole symmetry
(PHS) P = σxK,P2 = 1, which, according to Table 1.1, belongs to the DIII class.
At four time-reversal-invariant (TRI) momenta: k̃ = (0, 0), (0, π), (π, 0), (π, π), the
bulk spectrum exhibits four point nodes, as shown in Fig. 3.2(a). Fermi surfaces
located at high-symmetry points in the Brillouin zone can be protected by invariants
of Z or Z2 type [58, 99, 100]. In this case, these points are characterized by a winding
number. In this case, Hamiltonian (3.2) preserve chiral symmetry S ∼ T P ∼ σyσx
and can be transformed:

H ′
(ky=0) =

(
0 sin kx − i sin ky

sin kx + i sin ky 0

)
, (3.3)

in the eigenbasis of S. Generalizes to any one dimensional class with S, the winding
number can be written as:

ν =
i

2π

∫
C

q∗dq, with q =
sin kx − i sin ky√
sin2 kx + sin2 ky

(3.4)

If C is a closed loop around one of the four nodal points ν is quantized to ±1,
and it is zero otherwise. It turns out that around the nodes k = (0, 0) and (π, π)
Eq. (3.4) yields 1, and for k = (0, π) and (π, 0) it gives −1, respectively. The bulk-
edge correspondence will be characterized by flat-band edge states protected by TRS
and PHS for all surfaces, except the (10) and (01) faces. To demonstrate this, we
transform Hamiltonian (3.4) as follows:

H(kx, ky) → H ′(k||, k
′
y) = H(k|| − k′y, k

′
y). (3.5)

Then, we quantize k′y. The open spectrum shows that these edge states connect
two nodal points with opposite winding numbers in the boundary Brillouin zone, as
displayed in Fig. 3.2(b).

For the case in which FS is off high-symmetry points, we consider a four-band
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Figure 3.2: (a) The bulk spectrum of two dimensional SC exhibits four point nodes at
TRI momenta. (b) Band structure of the nodal superconductor (3.2) as a function of edge
momentum k||. The flat-band edge states with system width L = 100 unit cells connect
two projected nodal points with opposite winding number.

semimetal Hamiltonian with two Dirac points [14, 16]:

H(k) = τxθx sin kx + τxθy sin ky + τz (cos kx + cos ky + cos kz −m) (3.6)

where

θx,y,z = 12 ⊗ σx,y,z (3.7)
τx,y,z = σx,y,z ⊗ 12 (3.8)

are Pauli matrices acting on spin and orbital spaces, respectively. The model Hamil-
tonian (3.6) preserves TRS T = θyK, T 2 = −1, and inversion symmetry I = θz.
When one of these symmetries is broken, for example, by adding the Zeeman field
θz∆

′ to break TRS, the Dirac cone will separate into two Weyl nodes. Here, we use
the same idea to exemplify bulk-boundary correspondence and study the projection
of the wave vector parallel to a specific continuous sample boundary, in this case is
(100) surface where kx is quantized. We consider a set of planes Nkz , where each of
these planes can be interpreted as a 2D fully gapped Chern insulator with a chiral
edge mode. The generic formula which derived from the Berry curvature F for the
Chern number. However, for numerical simplicity, we utilize Eq. (1.18) with:

C(i) =
1

2π

∑
n,m

F(n,m), (3.9)

where F(n,m) is defined in Eq. (1.17). It is important to note that this Hamilto-
nian involves four bands, requiring us to take the sum of the two occupied bands,
i = 1, 2. When m = 2 and ∆′ = 0.5 1, and the Nkz planes are positioned within

1positions of Weyl points depend on these parameters
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Figure 3.3: Topological phase diagrams of Hamiltonian. (3.6) with TRS breaking term
θz∆

′ as functions momentum kz: (a) Chern number C (b) and (c) are winding numbers of
two block Hamiltonian in the eigenbasis of R . Here we set m = 2.0,∆′ = 0.5.

π/3 < |kz| < 2π/3, between two Weyl nodes with opposite chiralities, the Chern
number becomes nonzero, C(kz) = −1, while it remains zero otherwise as shown in
Fig. 3.3 (a).

Interestingly, we have also discovered additional hidden symmetries. On the
high symmetry plane with ky = 0, the two-dimensional Hamiltonian H(ky=0) =
H(kx, 0, kz) possesses a chiral symmetry S = τy · θx, where SH(ky=0)S = −H(ky=0),
and the bulk Hamiltonian H(k) given by Eq. (3.6) commutes with the unitary oper-
ator R = τz · θz. It is worth noting that R also commutes with S. In the eigenbasis
of R, both the chiral symmetry S and H(k) take the block diagonal form:

S ′ =


0 −i 0 0
i 0 0 0
0 0 0 −i
0 0 i 0

 =

(
S ′
1 0
0 S ′

1

)
(3.10)

H ′
(ky=0) =

(
H ′

1(kx, kz) 0
0 H ′

2(kx, kz)

)
(3.11)



36 Chapter 3. Gapless topological phases

where

H ′
1(kx, kz) =

(
−1 +m+∆′ − cos kx − cos kz sin kx

sin kx 1−m−∆′ + cos kx + cos kz

)
(3.12)

H ′
2(kx, kz) =

(
−1 +m−∆′ − cos kx − cos kz sin kx

sin kx 1−m+∆′ + cos kx + cos kz

)
(3.13)

Therefore, each block H ′
1,2 possesses chirality and can be interpreted as a SSH model

[87], with kz as a parameter. In the eigenbasis of the chiral symmetry S ′
1, we obtain:

H̃ ′
1(kx, kz) = β−1

S′
1
H ′

1(kx, kz)βS′
1
=

(
0 z1
z∗1 0

)
(3.14)

H̃ ′
2(kx, kz) = β−1

S′
1
H ′

2(kx, kz)βS′
1
=

(
0 z2
z∗2 0

)
(3.15)

with βS′
1

are transforming the operators to the eigenbasis of S ′
1 and,

z1 = 1−m−∆′ + cos kx + cos kz + i sin kx (3.16)
z2 = 1−m+∆′ + cos kx + cos kz + i sin kx (3.17)

Their winding number for each subspaces can be written as:

ν1,2 =
1

2πi

∫ π

−π

dkx
1

z1,2

∂z1,2
∂kx

, (3.18)

Figure 3.3 (b) and (c) illustrate the winding number of H ′
(ky=0) (3.11) in each sub-

space of the chiral symmetry S ′, denoted as ν1,2, as a function of kz. In the region
π/3 < |kz| < 2π/3, our additional symmetry aligns with the Chern number Eq. (3.9),
indicating a topologically nontrivial system. Within each Nkz plane, there are two
helical edge states that are connected through the gap, as illustrated in Fig. 3.4 (a)
and (c). Notably, this behavior is particularly prominent in the first diagonal block
where ν1 = 0 and ν2 = 1. However, in the region |kz| < π/3, despite possessing a zero
Chern number, as demonstrated in Fig.3.3 (a), the planes ky = 0 exhibit ν1,2 = 1,
implying a gap closing. This results in two pairs of helical edge states crossing the
bulk gap, as depicted in Fig.3.4 (b). In this region, the ensemble of Nkz planes can
be interpreted as the BHZ model, as discussed in section 1.2, specifically correspond-
ing to HBHZ

k (1.20) with zero coupling between two Chern insulators ∆ = 0. This
discovery represents a refinement of the analysis presented in the Reviews of Modern
Physics [16], where we proposed that the inclusion of additional symmetries R at
time-reversal invariant (TRI) momenta, ky = 0, would enforce chirality within the
spectrum. Consequently, this region hosts four flat bands interconnecting between
the two Weyl nodes at (0, 0,±π/3).
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Figure 3.4: Surface spectrum of Hamiltonian. (3.6) with TRS breaking term θz∆
′ for

(100) face with system width L = 100 unit cell as a function of surface momentum ky, kz
(a) ky = 0, green color indicate the projection of the eigenstates onto the edges of the
system, (b) kz = 0, (c) kz = π/2, (d) kz = 0.8π. Blue/Red color indicate the projection of
the eigenstates onto the first/last unit cells located at the left (blue) and right (red) edge
of the system. Inset (b) and (c): spectra at ky = 0.1π, kz = 0 and kz = π/2, respectively.
Here we set m = 2.0,∆′ = 0.5.
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Chapter 4

Higher order topological phases

4.1 Classification of higher order topological phases
The presence of different topological categories for band structures has an important
practical implication: if the bulk band structure exhibits a nontrivial topology, it
can suggest the presence of anomalous boundary states. These boundary states are
referred to as "anomalous" because they cannot exist independently and rely on
the topological properties of the bulk. These boundary states are resistant to local
perturbations and can only be eliminated by a perturbation that either closes the
energy gap in the bulk band structure or reduces its symmetry. This relationship
between the nontrivial topology of the bulk band structure and the existence of
anomalous boundary states is known as the bulk-boundary correspondence. In the
case of topological phases that are governed solely by nonspatial symmetries like
time-reversal symmetry or particle-hole antisymmetry found in the superconducting
Bogoliubov-de Gennes Hamiltonian, the description of bulk-boundary correspon-
dence is complete: Each topological class of a d-dimensional bulk band structure
uniquely corresponds to an anomalous boundary state of dimension d− 1 and vice
versa [44, 81]. As we have demonstrated in previous sections, for example from
d = 2-nontrivial bulk to d = 1-boundary state in QWZ-BHZ model in section 1.2
or a bulk-boundary correspondence for topological phases that are also subject to
spatial symmetries, such as mirror symmetries, in Chapter 2, there needs to be a
certain level of compatibility between the crystal termination and the crystalline
symmetries. Unfortunately, this criterion can be satisfied for only a few symmetry
groups and limited to specific surface orientations. However, immediately after the
discovery of topological crystalline band structures [32], it became apparent that the
conventional bulk-boundary correspondence, where the anomalous boundary states
of a crystal of dimension d possess a dimension of d− 1, is applicable only to topo-
logical crystalline insulators and not to strong topological insulators.

Recently, following pioneering work by Schindler et al. [80] it was realized that
topological crystalline phases may also have anomalous boundary signatures of di-
mensions smaller than d − 1. For instance, anomalous states can emerge at the
hinges or corners of three-dimensional crystals, or as anomalous corner states in
two-dimensional crystals. Unlike the requirement for individual crystal faces to be
invariant under crystalline symmetry, the condition that the overall crystal termina-
tion respects the crystalline symmetry group is a much weaker criterion on surface
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orientations. Moreover,this condition can be satisfied for all crystalline symmetry
groups. Such topological phases with these distinct boundary characteristics are
referred to as higher-order topological phases. Or more precisely, topological phases
which have boundary states of dimension d − n, are called "nth order" where the
order nth indicates the codimension of the boundary states. For example, in chapter
2.2, the mirror symmetry protected surface states in topological crystalline insula-
tors are called "first-order".

The boundary states that do (do not) have their origin in the topology of the
bulk band structure are referred to as intrinsic (extrinsic). Even though extrin-
sic anomalous boundary states are associated with crystal termination, they still
possess a certain level of topological protection. In particular, perturbations that
respect the crystalline symmetries and do not close gaps along hinges or surfaces of
the crystal cannot remove extrinsic corner states. Likewise, extrinsic hinge states
remain immune to perturbations that preserve symmetry that do not close surface
gaps. In this chapter, we provide a simplified model that has been featured in recent
publications. This model demonstrates that a single mirror symmetry is enough to
construct models for second-order topological insulators and superconductors.

4.2 Reflection-symmetric second-order topological
phase

An explicit model realizing second-order topological topological superconductor with
Majorana corner states is given by the four-band tight-binding Hamiltonian [48]:

H(k) = (m− cos k1 − cos k2) τy + τxθz sin kx + τz sin ky + λτyθx (4.1)

where

θx,y,z = 12 ⊗ σx,y,z (4.2)
τx,y,z = σx,y,z ⊗ 12 (4.3)

The system has particle-hole symmetry P and without loss of generality we may
represent P by complex conjugation K and the reflection operation respect to kx,
R = θx:

H(kx, ky) = −H∗(−kx,−ky) = θxH(−kx, ky)θx (4.4)

Additionally, there exists TRS: T = θx · τxK. Therefore, we also have chiral sym-
metry. If we do not impose reflection symmetry, there is no topological property
in BDI in two dimensions. With reflection symmetry, H(kx, ky) commutes with R
on the reflection symmetric plane, kx = 0, π, and since reflection R commutes with
chiral symmetry, the MZ-topological invariant is defined by computing the winding
number number in one of the eigenspaces of R. However, in terms of second order
topology, at the TRI: k̃ = (0, 0), (0, π), (π, 0), (π, π), H(k) can be transformed into
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Figure 4.1: Phase diagram as function of the mass term m and spin-orbit coupling
term λ. In the non-trivial region (shaded), the bulk spectrum is gapped and Q = −1
independently on the choice of H̃1,2(k̃). The system is gapless in the white region.

antisymmetric form by the unitary operation:

H̃(k̃) = β−1
R H(k̃)βR =

(
H̃1 0

0 H̃2

)
(4.5)

βR =

 0 −1 0 1
0 1 0 1
−1 0 1 0
1 0 1 0

 (4.6)

with βR are transforming the operators to the eigenbasis of R. H̃(k̃) take the two
blocks diagonal form in which the two blocks of H̃(k̃) are 2 × 2 antisymmetric
matrices and on the reflection symmetric plane, kx = 0, π, particle-hole symmetry
P ′ = K is the only relevant symmetry operation. Each block is a similar model to
the Kitaev chains, which we have introduced in chapter 1. Thus, the second-order
bulk topological invariant, Z2, can be defined by sign of the pfaffians at four TRI
momenta of :

Q = sign

∏
k̃

Pf
[
iH̃1(k̃)

]
= sign [(2−m+ λ)(−m+ λ)(−m+ λ)(−2−m+ λ)] (4.7)

The phase diagram is shown in Fig. 4.1. The shaded region is the non-trivial phase,
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Figure 4.2: (a) Spectrum for a system with open boundary conditions in y-direction with
system width Ny = 30 unit cells. A pair of gapless helical edge states connect through
the gap. (b) Energy spectrum for a system with open boundary conditions in x- and y-
directions. The size of the system is equal to Nx = Ny = 30 unit cells. The red dots are
edge states. (c) LDOS of the in-gap states (red dots) in (b). Here we set m = 1.0 and
λ = 0.2
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Q < 0. Notice that, in general, the choice of different eigenspaces of R: H̃1(k̃) (−1)
or H̃2(k̃) (+1) in Eq. (4.7) can lead to different topological invariants. However, it
is important to highlight that in this shaded region the system is gapped and the
results are identical. If we go to the lower dimension d − 1 with edge-termination
compatible with the mirror symmetry, ŷ-quantized, we see a pair of helical edge
states connected through the gapped and the open system spectrum hosting low-
energy in-gap states localized at the edges respect to y-direction, shown in Fig. 4.2.

In order to construct second-order topological superconductors, the reflection sym-
metry has to be broken with a suitable choice of edge direction. Then the reflection
symmetric topological crystalline phase, shown in Fig. 4.2, becomes trivial. Breaking
the reflection symmetry can be obtained by a transformation:

H(kx, ky) → H ′(k̃x, k̃y) = H(k̃x − k̃y, k̃y). (4.8)

Now, the Hamiltonian no longer possesses reflection symmetry. The nontrivial topol-
ogy of the corresponding AZ class in d− 1 dimensions ensures that the presence of
a reflection-symmetry-breaking mass term, mτy, that gaps out any boundary states
existing, as shown in Fig. 4.3 (a), in the presence of reflection symmetry is unique.
The open spectrum shows the appearance of zero-energy states at the two corners of
the sample, since this mass term must be odd under reflection, as shown in Fig. 4.3
(b)-(c). As long as the bulk and edge gaps are not closed, these corner states are
robust against a reflection-symmetry breaking perturbation.
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Figure 4.3: (a) The spectrum of second order topologically nontrivial with system width
Ny = 30 unit cell with the same model parameters as in Fig. 4.2. When the reflection-
symmetry is broken, we observe an anti-crossing. (b) Spectrum for the case of open bound-
ary conditions in both directions, Ñx = Ñy = 30, the red dots show the two zero-energy
corner states. (c) LDOS of the corner states (red dots).
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Chapter 5

Corner states, hinge states, and
Majorana modes in SnTe nanowires

5.1 Summary
SnTe materials are renowned instances of experimentally achieved three-dimensional
topological crystalline insulators [28, 38, 88, 96], as discussed in Chapter 2. More-
over, they have been predicted to facilitate diverse forms of lower-dimensional topo-
logical phases [10, 51, 52, 83] and higher-order topology [39, 80]. Notably, they hold
promise for future investigations, given their demonstrated experimental potential
to induce superconductivity [5, 9, 31, 71, 79, 98], generate significant Zeeman fields
[25, 62, 63, 85, 86], and apply inversion-symmetry-breaking fields [13, 35, 42, 49,
73, 94]. In this paper, we have conducted a comprehensive investigation into the
symmetries and topological properties of SnTe nanowires, proposing the utilization
of adjustable symmetry-breaking fields to achieve various types of topological states.
Upon describing the system, we analyze the effects of a parallel Zeeman field on the
wire in the (001) direction, leading to four distinct phases depending on the Zeeman
field magnitude and wire thickness: trivial insulator phase, one-dimensional Weyl
semimetal phase, band-inverted insulator phase, and indirect semimetal phase. The
band-inverted insulator regime is characterized by a pseudospin texture and hosts
low-energy states localized at the corners of the wire, while the Weyl semimetal phase
is protected by a non-symmorphic screw-axis rotation symmetry, with low-energy
states localized at the hinges of the wire. The Weyl semimetal phase is a novel type
of gapless topological phase, which has not been previously discussed in the classifi-
cations of gapless phases reviewed in Chapter. 3. We establish the relationship be-
tween these hinge states and the topological corner states found in two-dimensional
Hamiltonians belonging to the Altland-Zirnbauer class DIII [1] with rotoinversion
symmetry, and provide an analytical formula for the Z2 topological invariant charac-
terizing their existence. The topological invariant discovered in this paper enriches
the classification of higher order topological phases discussed in Chapter. 4. It is
important to note that the topological nature of these states is related to the approx-
imate symmetries of the SnTe nanowires, and the transverse mode energies do not
follow simple parametric dependencies with respect to the nanowire thickness and
the Zeeman field. This means that the SnTe nanowires cannot be described using a
low-energy effective k ·p theory as we have discovered. However, our approximations
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are well-controlled, and our results are applicable for realistic nanowires. In the pres-
ence of superconductivity, we uncover inversion-symmetry-protected gapless topo-
logical bulk Majorana modes, leading to quantized thermal conductance in ballistic
wires. Finally, by adding an inversion-symmetry-breaking field, the bulk Majorana
modes become gapped and superconducting SnTe nanowires support topologically
protected localized Majorana zero modes appearing at the ends of the wire. It worth
noting that the strong topological invariant protecting the Majorana zero modes was
discussed in Chapter. 1, but here we also provide a correspondence between a gap-
less topological phase in the presence of inversion symmetry and an appearance of a
gapped topological phase upon breaking the inversion symmetry. Our results may
open up new opportunities for controlling and creating Majorana zero modes by
manipulating inversion-symmetry-breaking fields e.g. via ferroelectricity [13, 35, 42,
94]. We also propose various possibilities to experimentally probe the corner states,
hinge states and Majorana modes.
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SnTe materials are one of the most flexible material platforms for exploring the interplay of topology and
different types of symmetry breaking. We study symmetry-protected topological states in SnTe nanowires in the
presence of various combinations of Zeeman field, s-wave superconductivity and inversion-symmetry-breaking
field. We uncover the origin of robust corner states and hinge states in the normal state. In the presence of
superconductivity, we find inversion-symmetry-protected gapless bulk Majorana modes, which give rise to
quantized thermal conductance in ballistic wires. By introducing an inversion-symmetry-breaking field, the bulk
Majorana modes become gapped and topologically protected localized Majorana zero modes appear at the ends
of the wire.

DOI: 10.1103/PhysRevB.105.075310

I. INTRODUCTION

SnTe materials (Sn1−xPbxTe1−ySey) have already estab-
lished themselves as paradigmatic systems for studying
three-dimensional (3D) topological crystalline insulators and
topological phase transitions, because the band inversion can
be controlled with the Sn content [1–4], but they may have
a much bigger role to play in the future investigations of
topological effects. Robust 1D modes were experimentally
observed at the surface atomic steps [5] and interpreted as
topological flat bands using a model obeying a chiral sym-
metry [6]. Furthermore, the experiments indicate that these
flat bands may lead to correlated states and an appearance of
a robust zero-bias peak in the tunneling conductance at low
temperatures [7]. Although, there has been a temptation to
interpret the zero-bias anomaly as an evidence of topological
superconductivity, all the observed phenomenology can be ex-
plained without superconductivity or Majorana modes [7–9].
On the other hand, the standard picture of competing phases in
flat-band systems [10,11] indicates that in thin films of SnTe
materials the tunability of the density with gate voltages may
allow for the realization of both magnetism and superconduc-
tivity at the step defects.

The improvement of the fabrication of low-dimensional
SnTe systems with a controllable carrier density has become
increasingly pressing also because the theoretical calculations
indicate that thin SnTe multilayer systems would support a
plethora of 2D topological phases, including quantum spin
Hall [12,13] and 2D topological crystalline insulator phases
[8,14]. The realization of a 2D topological crystalline in-
sulator phase would be particularly interesting, because in
these systems a tunable breaking of the mirror symmetries
would open a path for new device functionalities [14]. In-
deed, the recent experiments in thin films of SnTe materials
indicate that the transport properties of these systems can be

controlled by intentionally breaking the mirror symmetry
[15]. Furthermore, SnTe materials are promising candidate
systems for studying the higher order topology [16,17]. Thus,
it is an outstanding challenge to develop approaches for prob-
ing the hinge and corner states in these systems.

In addition to the rich topological properties, SnTe materi-
als are also one of the most flexible platforms for studying
the interplay of various types of symmetry breaking fields.
The superconductivity can be induced via the proximity effect
or by In-doping, and both theory and experiments indicate
rich physics emerging as a consequence [18–25]. Interesting
topological phases are predicted to arise also in the presence
of a Zeeman field [26], which breaks the time-reversal sym-
metry. In experiments, the Zeeman field can be efficiently
applied with the help of external magnetic field by utilizing
the huge g factor g ∼ 50 [27,28], or it can be introduced with
the help of magnetic dopants [29–31]. While the magnetism
and superconductivity are part of the standard toolbox for
designing topologically nontrivial phases, the SnTe materials
offer also unique opportunities for controlling the topological
properties by breaking the crystalline symmetries. In particu-
lar, it is possible to break the inversion symmetry by utilizing
ferroelectricity or a structure inversion asymmetry [32–37].
This has already enabled the realization of a giant Rashba
effect, and it may be important also for the topology.

So far the topological properties of SnTe nanowires have
received little attention experimentally, but this may soon
change due to the continuous progress in their fabrication
[38,39]. In this paper, we systematically study the symmetries
and topological invariants in SnTe nanowires and propose
to utilize the tunable symmetry-breaking fields for realiz-
ing different types of topological states. After describing the
system (Sec. II), we consider Zeeman field parallel to the
wire and show that depending on the Zeeman field magni-
tude and the wire thickness there exists four qualitatively

2469-9950/2022/105(7)/075310(17) 075310-1 ©2022 American Physical Society



NGUYEN, BRZEZICKI, AND HYART PHYSICAL REVIEW B 105, 075310 (2022)

different behaviors around the charge neutrality point: triv-
ial insulator regime, one-dimensional Weyl semimetal phase,
band-inverted insulator regime and indirect semimetal phase
(Sec. III). We show that the band-inverted insulator regime is
characterized by a pseudospin texture and an appearance of
low-energy states localized at the corners of the wire, whereas
the Weyl semimetal phase is protected by a nonsymmorphic
screw-axis rotation symmetry (fourfold rotational symmetry)
in the case of even (odd) thicknesses, and the low-energy
states are localized at the hinges of the wire. We uncover
how these hinge states are related to the topological corner
states appearing in two-dimensional Hamiltonians belong-
ing to the Altland-Zirnbauer class DIII [40] in the presence
of a rotoinversion symmetry, and we explicitly construct an
analytical formula for a Z2 topological invariant describing
their existence (Sec. IV). In the presence of superconductivity
(Sec. V), we find inversion-symmetry-protected gapless topo-
logical bulk Majorana modes, which give rise to quantized
thermal conductance in ballistic wires. Finally, we show that
by introducing an inversion-symmetry-breaking field, the bulk
Majorana modes become gapped and topologically protected
localized Majorana zero modes appear at the ends of the wire.

II. HAMILTONIAN AND ITS SYMMETRIES

Our starting is the p-orbital tight-binding Hamiltonian

H(k) = m12⊗13⊗� + t12

∑
α=x,y,z

12⊗
(
13 − L2

α

)⊗hα (kα )

+ t11

∑
α �=β

12⊗
[
13 − 1

2
(Lα + εαβLβ )2

]

⊗ hα,β (kα, kβ )� +
∑

α=x,y,z

λα σα⊗Lα⊗18, (1)

which has been used for describing the bulk topological crys-
talline insulator phase in the SnTe materials [1] and various
topological phases in lower dimensional systems [5,8]. Here
we have chosen a cubic unit cell containing eight lattice sites
(Fig. 1), � is a diagonal 8 × 8 matrix with entries �i,i = ∓1
at the two sublattices (Sn and Te atoms), εαβ is Levi-Civita
symbol, Lα = −iεαβγ are the 3 × 3 angular momentum L = 1
matrices, σα are Pauli matrices, and hα (kα ) and hα,β (kα, kβ )
are 8 × 8 matrices describing hopping between the nearest-
neighbors and next-nearest-neighbor sites, respectively (see
Appendix A). In investigations of topological properties it
is useful to allow the spin-orbit coupling to be anisotropic,
hence λα , although the reference physical case is λα ≡ λ.
When not otherwise stated we use m = 1.65 eV, t12 = 0.9 eV,
t11 = 0.5 eV, and λ = 0.3 eV.

We first consider an infinite nanowire along the z direction
with Nx = Ny unit cells in x and y directions. The Hamiltonian
for the nanowire H1D(kz ) can be constructed using Hamilto-
nian (1) and it satisfies a fourfold screw-axis symmetry (see
Appendix A)

Sc(kz ) = Pz ⊗ e−i π
4 σz ⊗ e−i π

2 Lz ⊗ sc(kz ), (2)

where Pz and sc(kz ) realize a transformation of the lattice sites,
consisting of a translation by a half lattice vector and π/2
rotation with respect to the z axis (Fig. 1), between the unit

FIG. 1. Schematic view of the system. The blue arrow indicates
the screw-axis operation, including a π/2 rotation with respect to the
z axis and a half-lattice vector translation. The red arrows depict the
nearest-neighbor (t12) and the next-nearest-neighbor (t11) hopping
terms in Hamiltonian (1). The two sublattices, corresponding to Sn
and Te atoms, have opposite on-site energies.

cells and inside the unit cell, respectively (see Appendix A).
Additionally, there exists also glide plane symmetries Mx(kz )
(My(kz )) consisting of a mirror reflection with respect to the
x̂ (ŷ) plane and a half-lattice translation along the z axis
and diagonal mirror symmetries Mxy (Myx) with respect to
the x̂ + ŷ (x̂ − ŷ) planes. The product of Mx(kz ) with My(kz )
or Mxy with Myx yields a twofold rotation symmetry with
respect to the z axis. All these symmetry act at any kz can
be used to block diagonalize the 1D Hamiltonian. The mir-
ror symmetry Mz(kz ) with respect to the z plane acts on
the Hamiltonian as Mz(kz )H1D(kz )Mz(kz )† = H1D(−kz ) and
the inversion symmetry operator can be constructed as I ∝
Mx(kz )My(kz )Mz(kz ).

If the wire has odd number of atoms in x and y directions,
it cannot be constructed from full unit cells, and this influ-
ences the symmetries of the system. In particular, for odd
thicknesses the screw-axis rotation symmetry is replaced by
an ordinary fourfold rotation symmetry.

III. TOPOLOGICAL STATES IN THE PRESENCE
OF ZEEMAN FIELD

In this section, we study the properties of the system in the
presence of Zeeman field HZ = B · �σ applied along the wire
B = (0, 0, Bz ). This field breaks the time-reversal symmetry
T and the mirror symmetries Mx(kz ), My(kz ), Mxy and Myx,
but it preserves the inversion symmetry I , the mirror sym-
metry Mz(kz ) and the screw-axis symmetry Sc(kz ). We find
that as a function of Zeeman field magnitude and the wire
thickness there exists four qualitatively different behaviors
around the charge neutrality point: trivial insulator regime,
1D Weyl semimetal phase, band-inverted insulator regime and
indirect semimetal phase (Fig. 2). The differences between
these phases are summarized in Figs. 3–5.
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FIG. 2. Phase diagram as function of the nanowire thickness
(dimensions of the square cross section) and Zeeman field Bz. The
different phases are: insulator phase (blue), Weyl semimetal phase
(red) and indirect semimetal phase (grey). In the regime of large
Zeeman field the insulator phase supports a pseudospin texture due to
band inversion, resulting in the appearance of localized corner states
(see Fig. 5). Dots show the actually computed phase boundaries at
discrete values of the wire thickness.

In the case of small Zeeman field Bz we find a trivial
insulating phase or an indirect semimetal phase depending on
the wire thickness. Neither of these phases supports in-gap
states localized at the ends of the wire. By increasing Bz we
find that there appears a Weyl semimetal phase for a range of
wire thicknesses and Zeeman field magnitudes (Figs. 2 and
4). For even thicknesses of the wire the band crossings (Weyl
points) are protected by the non-symmorphic screw-axis ro-
tation symmetry Sc(kz ), which allows us to decompose the
Hamiltonian into four diagonal blocks, so that the energies
of eigenstates belonging to different blocks (indicated with

(a) (b)

(c) (d)

|ψ
|2

FIG. 3. (a) Low-energy band structure in the trivial insulator
phase. The different colors indicate the various Sc eigenvalue sub-
spaces. (b) The sublattice pseudospin texture for a pair of bands
with the same Sc eigenvalue. The texture is in-plane because 〈τy〉
is negligible. (c) Energy spectrum of 200 atoms long wire showing
no end states. (d) LDOS for the bulk state highlighted in plot (c). The
thickness of the wire is 4 atoms and Bz = 0.1t12.

(a) (b)

(c) (d)

x

y

FIG. 4. (a) Low-energy band structure in the Weyl semimetal
phase for a four-atoms-thick nanowire and Bz = 0.3t12. The different
colors indicate various Sc eigenvalue subspaces. (b) Band cross-
ings around kz = π . (c) Energy spectrum of 200-atoms long wire.
(d) Band structure of 26-atoms-thick nanowire at Bz = 0.012t12. At
the band-crossing point (red dot) the states are localized in the hinges
of the wire. Inset: LDOS (normalized with the maximum value)
projected to the square cross section of the wire.

different colors in Fig. 4) can cross. Due to this reason a
change in the number of eigenstates belonging to specific
eigenvalues of the screw-axis rotation symmetry below the
Fermi level as a function of kz can be used as a topological
invariant for the Weyl semimetal phase. In the case of odd
thicknesses the screw-axis rotation symmetry is replaced by
an ordinary fourfold rotational symmetry, but also this sym-
metry can be utilized to block diagonalize the Hamiltonian at
any kz, and therefore it can protect the Weyl semimetal phase

(a) (b)

(c) (d)

x|ψ
|2

x

y

x

FIG. 5. (a) Low-energy band structure in the band-inverted in-
sulator phase for the four-atoms-thick nanowire and Bz = 0.4t12.
(b) The sublattice pseudospin texture for a pair of bands with the
same Sc eigenvalue. (c) Energy spectrum for 200 atoms long wire.
The red points indicate eight corner states and black points are bulk
states. (d) LDOS as a function of z for the corner states (red line) and
a bulk state (black line). Inset: LDOS (normalized with the maximum
value) as a function of x and y for the corner states in a 6 atoms thick
nanowire.
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in a analogous way. Note that due to non-symmorphic char-
acter of Sc(kz ) the Sc subblocks of H1D(kz ) are 4π -periodic
and they transform into each other in 2π rotations. Because
symmetries guarantee that the spectrum is symmetric around
kz = π , this elongated period leads to forced band crossings at
kz = π , see Figs. 3–5(a). However, the forced band crossings
typically appear away from the zero energy (Figs. 3 and 5)
and therefore they do not guarantee the existence of Weyl
semimetal phase at the charge neutrality point. In the Weyl
semimetal phase shown in Fig. 4 the crossings occur between
an electronlike band and a holelike band carrying different Sc

eigenvalues so that there necessarily exists states at all ener-
gies. As demonstrated by calculating the local density of states
(LDOS) in Fig. 4(d) the states connecting the conduction and
valence bands are often found to be localized at the hinges of
the nanowire. We discuss the origin of these hinge states in
Sec. IV.

By increasing Bz further we find another insulating phase
for a wide range of wire thicknesses and Zeeman field mag-
nitudes. In this case, the band dispersions have the camel’s
back shape [Fig. 5(a)] which typically appears in topologically
nontrivial materials, but we have checked that these band
structures can be adiabatically connected to the trivial insu-
lator phase, and therefore the topological nature may only be
related to an approximate symmetry of the system. Neverthe-
less, the bands support a nontrivial pseudospin texture 〈�τ 〉p =
〈ψp(k)|�τ |ψp(k)〉, where the pseudospin operators τα are the
Pauli matrices acting in the sublattice space. In the high-field
insulating phase the pseudospin component 〈τy〉p is negligi-
ble and the pseudospin direction rotates in two-dimensional
(〈τx〉p, 〈τz〉p) space so that its direction is inverted around
kz = π [see Fig. 5(b)], whereas in the low-field insulator
phase the sublattice pseudospin texture is trivial [Fig. 3(b)].
Therefore we call the insulating phases band-inverted and triv-
ial insulators, respectively. The band-inverted insulator phase
also supports subgap end states localized at the corners of the
wire [Figs. 5(c) and 5(d)], whereas no subgap end states can
be found in the trivial insulator phase [Figs. 3(c) and 3(d)].

We emphasize that the thin nanowires are used here only
for illustration purposes because in these cases the strengths
of the Zeeman fields required for realizing the different
behaviors of the system are not experimentally feasible. How-
ever, with increasing thickness of the nanowires the Weyl
semimetal and band-inverted phases occur at smaller values
of Bz, so that in the case of a realistic thickness they can be
accessed with feasible magnitudes of the Zeeman field. The
inset of Fig. 2 shows a zoom into the experimentally most
relevant regime of the phase diagram.

The Weyl points are protected by the screw-axis symme-
try (or fourfold rotation symmetry) which is broken if the
Zeeman field is rotated away from the z axis. However, if
we utilize an approximation λz = 0 and λx = λy = λ, there
exists also a nonsymmorphic chiral symmetry Sz(kz ), and it
is possible to combine it with Mz(kz ) and time-reversal T
to construct an antiunitary operator that anticommutes with
H1D(kz ) for any kz. This operator squares to +1 and gives
rise to a Pfaffian-protected Weyl semimetal phase also when
the Zeeman field is not along the z axis (Appendix B). We
also point out that if the screw-axis symmetry (or fourfold
rotational symmetry) is broken so that the system supports

FIG. 6. Low-energy band structure and the LDOS (normalized
with the maximum value) demonstrating the existence of hinge states
in the absence of Zeeman field B = 0 for 50 atoms thick nanowire.

only a twofold rotational symmetry (e.g., due to anisotropic
spin-orbit coupling or rectangular nanowires with Nx �= Ny),
the twofold rotational symmetry can still protect the existence
of the Weyl points (Appendix C).

IV. HINGE STATES

We find that in addition to the Weyl semimetal phase at
Bz �= 0 [Fig. 4(d)], the hinge states appear also in the absence
of Zeeman field [Fig. 6], and they resemble the protected
states appearing in higher-order topological phases [16,41–
43]. SnTe materials have been acknowledged as promising
candidates for higher-order topological insulators but the gap-
less surface Dirac cones appearing at the mirror-symmetric
surfaces make the experimental realization difficult [16]. This
problem can be avoided if the system supports a 2D higher-
order topological invariant for a specific high-symmetry plane
in the k space where the surface states are gapped; this
plane is shown in Fig. 7. To explore this possibility, we
study the bulk Hamiltonian H(k1, k2, k3) describing a system
with inequivalent atoms at positions (0, 0,±1/2) and lattice
vectors a1 = (1, 0, 1), a2 = (0, 1, 1) and a3 = (0, 0, 2) (see
Appendix D1). We find that the 2D Hamiltonian H(k1, k2, π )
with B = 0 supports edge states [red lines in Figs. 8(a) and
8(b)], but a small energy gap is opened due to λx = λy = λ

spin-orbit coupling terms. The spectrum is similar both for
λz = 0 [Fig. 8(a)] and λz = λ [Fig. 8(b)] so that neglecting
λz is a good approximation. Moreover, the numerics indicates
that two adjacent edges of the system are topologically distinct
leading to appearance of zero-energy corner states at their
intersection [Figs. 8(c) and 8(d)].

We find that the presence of the corner states is described
by a Z2 topological invariant. To construct the invariant, we
note that H(k1, k2, π ) with λz = 0 obeys a chiral symmetry
Sz = σz ⊗ 13 ⊗ τx, where σz refers to spin, 13 to orbitals and
τx to sublattice degrees of freedom. The Hamiltonian also
obeys the time-reversal symmetry T = σy ⊗ 13 ⊗ 12, which
anticommutes with Sz, so that the Hamiltonian belongs to
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R4 axis

FIG. 7. Brillouin zone of the rocksalt crystals. The shaded planes
form a k3 = π plane. The blue balls (L points) are the high-symmetry
points k1,2 = 0, π within the k3 = π plane. The yellow balls are the
fourfold rotation R4 centers at (k1, k2) = (π, π )/2 and (k1, k2) =
(3π, 3π )/2. The red and green balls are the rotoinversion cen-
ters (W points) at (k1, k2) = (π, 3π )/2 and (k1, k2) = (3π, π )/2,
respectively.

class DIII. In the eigenbasis of Sz the Hamiltonian and time-
reversal operator have block-off-diagonal forms

H(k1, k2, π ) =
(

0 u(k1, k2)
u†(k1, k2) 0

)
(3)

and

T =
(

0 −i16

i16 0

)
. (4)
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FIG. 8. (a) Low-energy spectrum of the Hamiltonian
H(k1, k2, k3 = π ) for λz = 0 in the case of open boundary
conditions in the a2 direction. The width of the system is 50 unit
cells. (b) The low-energy spectrum in the case of uniform spin-orbit
coupling λα = λ (α = x, y, z). (c) Spectrum for λz = 0 in the case of
open boundary conditions in both a1 and a2 directions. The red dots
show the eight zero-energy corner states. The system size is 50 × 50
unit cells. (d) LDOS of the corner states. Here, n1 and n2 label the
unit cells in the directions of a1 and a2, respectively.

Thus, u(k1, k2)T = −u(−k1,−k2) and therefore we can define
a Pfaffian at the time-reversal invariant points K

p = Pf u(K ) (5)

By utilizing inversion symmetry I = 12 ⊗ 13 ⊗ τz we get that
p is a real number (see Appendix D2). In our model p can be
evaluated explicitly and it takes the form

p = (m − 4t11)(m + 2t11)2 − 2mλ2. (6)

Notice that p is the same for all time-reversal invariant points
K in the (k1,k2) plane due to the symmetries of the model (see
Appendix D1). In the usual notation of the 3D Brillouin zone
of the rocksalt crystals, the time-reversal invariant points K in
the (k1,k2) plane correspond to the L points (see Fig. 7).

Interestingly, we find that p does not give a complete de-
scription of the presence of the corner states, because we also
need to consider the high-symmetry point K ′ = (π/2, 3π/2).
This point is a rotoinversion center, so that in the eigenbasis
of the rotoinversion operator the Hamiltonian takes a block-
diagonal form

H(K ′) =

⎛
⎜⎝

h1 0 0 0
0 h2 0 0
0 0 h3 0
0 0 0 h4

⎞
⎟⎠. (7)

By utilizing the chiral symmetry, inversion symmetry and
time-reversal symmetry we find that (see Appendix D3)

det[H(K ′)] = d4, (8)

where d ≡ det h1 = det h4 = − det h2 = − det h3, and there-
fore d changes sign at the zero-energy gap closing occurring
at the momentum K ′. In our model d can be evaluated analyt-
ically and it takes the form

d = det v1 = m
(
(m − 2t11)2 + 4t2

12

) − 2(m − 2t11)λ2. (9)

In the usual notation of the 3D Brillouin zone of the rocksalt
crystals, the rotoinversion centers K ′ are the W points (see
Fig. 7).

The Z2 invariant ν can be determined using d and p as

ν = (1 − sgn(pd ))/2. (10)

The topological phase diagram in the m—λ plane is given in
Fig. 9(a). By comparing to the corner state spectrum shown
in Fig. 9(b), we find that ν describes the appearance of the
corner states perfectly in our model. In the nontrivial phase
ν = 1, there are two localized states at every corner. They
are Kramers partners and carry opposite chirality eigenvalues.
We emphasized that the topological invariant (10) is not di-
rectly related to topological crystalline insulator invariant of
the SnTe materials (see Fig. 10). Therefore, we expect that
it is possible to find material compositions supporting the
higher-order topological phase outside the topological crys-
talline insulator phase and vice versa.

V. MAJORANA MODES IN THE PRESENCE
OF SUPERCONDUCTIVITY

Majorana zero modes are intensively searched non-
Abelian quasiparticles which hold a promise for topological
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FIG. 9. (a) Topological invariant ν [Eq. (10)] of the 2D Hamil-
tonian H(k1, k2, π ) in the chiral limit λz = 0 and λx = λy = λ as
function of m and λ. The shaded region is the non-trivial phase ν = 1
supporting corner states. (b) Energy of a state being closest to the
zero energy in the system with all edges open, as function of m and
λ. The red lines are phase boundaries from (a). The system size is
50 × 50 unit cells.

quantum computing [44–46]. The key ingredients for re-
alizing Majorana zero modes are usually thought to be
spin-orbit coupling (spin-rotation-symmetry breaking field),
magnetic field (time-reversal-symmetry breaking field), and
superconductivity [47], and there exists a number of candidate
platforms for studying Majorana zero modes including chains
of adatoms [48–50] and various strong spin-orbit coupling
materials in the presence of superconductivity and magnetism
[51–54]. SnTe materials are particularly promising candidates
for this purpose because in addition to the strong spin-
orbit coupling they offer flexibility for introducing symmetry
breaking fields such as superconductivity, magnetism, and
inversion-symmetry breaking fields.

In the presence of induced s−wave superconductivity the
Bogoliubov–de Gennes Hamiltonian for the nanowires has the
form

Hsc(kz ) =
(

H1D(kz ) − μ iσ y�

−iσ y� −(H1D(−kz )T − μ)

)
, (11)

C+=2
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FIG. 10. Topological phase diagram of Hamiltonian
H(k1, k2, k3) in the m—λ plane. Colors indicate different mirror Mxy

Chern numbers C+ defined in the k1—k3 plane (with k2 = k1). Areas
bounded by the dashed line and filled with checkerboard pattern
are nontrivial in the sense of ν invariant of Eq. (10), also shown in
Fig. 9. The chiral limit is assumed with λz = 0 and λx = λy = λ.

where σy acts in the spin space. This Hamiltonian obeys a
particle-hole symmetry

CscHsc(−kz )T Csc = −Hsc(kz ), (12)

where

Csc =
(

0 1

1 0

)
. (13)

We can utilize Csc to perform a unitary transformation on the
Hamiltonian so that in the new basis the Hamiltonian Hsc

U (kz )
is antisymmetric at kz = 0, π and PfHsc

U (kz = 0, π ) ∈ R (see
Appendix E1). Since iHsc

U (0, π ) ∈ R we use real Schur de-
composition to evaluate the Pfaffian in a numerically stable
way, as suggested in Ref. [55]. Therefore, we can define a Z2

topological invariant as

νsc = (
1 − sgn

[
PfHsc

U (0)PfHsc
U (π )

])
/2. (14)

This is the strong topological invariant of 1D superconductors
belonging to the class D. In fully gapped 1D superconductors
the νsc = 1 phase supports unpaired Majorana zero modes
localized at the end of the wire.

The Hamiltonian (11) also satisfies an inversion symmetry

Isc(kz ) =
(

I (kz ) 0
0 I (kz )

)
. (15)

The product of Csc and Isc(kz ) is an antiunitary chiral operator,
which allows to perform another unitary transformation on the
Hamiltonian, so that in the new basis the Hamiltonian Hsc

V (kz )
is antisymmetric at all values of kz and PfHsc

V (kz ) ∈ R (see
Appendix E2). Therefore, consistently with classification of
gapless topological phases [56], we can define an inversion-
symmetry protected Z2 topological invariant for all values of
kz as

νI (kz ) = (
1 − sgn

[
PfHsc

V (kz )
])

/2. (16)

075310-6



CORNER STATES, HINGE STATES, AND MAJORANA … PHYSICAL REVIEW B 105, 075310 (2022)

If this invariant changes as a function of kz there must nec-
essarily be a gap closing. Thus, it enables the possibility of
a topological phase supporting inversion-symmetry protected
gapless bulk Majorana modes. Here, we use the term Majo-
rana in the same way as it is standardly used in the physics
literature, such as Refs. [57], so that it can be used to refer
to all Bogoliubov quasiparticles in superconductors. In the
presence of inversion symmetry the protection of the gapless
Majorana bulk modes is similar to the Weyl points in Weyl
semimetals: They can only be destroyed by merging them in a
pairwise manner. The experimental signature of the Majorana
bulk modes in ballistic wires is quantized thermal conduc-
tance Gth = (G0/2)

∑
n Tn in units of thermal conductance

quantum G0 = π2k2
BT/(3h), because for ballistic wires with

length larger than the decay length of the gapped modes the
transmission eigenvalues for the gapless (gapped) modes are
Tn = 1 (Tn = 0) and the number of gapless Majorana bulk
modes (apart from phase transitions) is always even. Such a
type of quantized thermal conductance is generically expected
in ballistic wires in the normal state, but the appearance of
quantized thermal conductance in superconducting wires is
an exceptional property of this topological phase and it is not
accompanied by quantized electric conductance.

It turns out that (see Appendix E3)

PfHsc
U (kz = 0, π ) = PfHsc

V (kz = 0, π ). (17)

This means that in the presence of inversion symmetry the
nontrivial topological invariant νsc = 1 always leads to a
change of νI (kz ) between kz = 0 and kz = π . Thus, in the
presence of inversion symmetry there cannot exist a fully
gapped topologically nontrivial superconducting phase sup-
porting Majorana end modes, but instead νsc = 1 guarantees
the existence of a topologically nontrivial phase supporting
gapless Majorana bulk modes. To get localized zero-energy
Majorana end modes it is necessary to break the inversion
symmetry.

The inversion symmetry can be broken in SnTe nanowires
by utilizing ferroelectricity or a structure inversion asymmetry
[32–37]. For the results obtained in this paper the explicit
mechanism of the inversion symmetry breaking is not impor-
tant. Therefore, for simplicity we consider a Rashba coupling
term

HR(k) = λR · sin k × σ. (18)

The magnitude of the Rashba coupling λR can be considered
as the inversion-symmetry breaking field. For λR = 0 the
inversion symmetry is obeyed and only the gapless topolog-
ical phase can be realized, whereas for λR �= 0 the gapless
Majorana bulk modes are not protected and the opening of
an energy gap can transform the system into a fully gapped
topologically nontrivial superconductor supporting localized
Majorana end modes.

In Fig. 11 we illustrate the dependence of the topological
phase diagrams on the nanowire thickness. For very small
thicknesses there exists a large insulating gap at the charge
neutrality point in the normal state spectrum (Fig. 3), and
therefore the topologically nontrivial phase can be reached
only by having either a reasonably large chemical potential
μ or Zeeman field Bz. However, with increasing thickness of
the nanowire the insulating gap decreases and the nontrivial

0 0.2 0.4 0.6 0.8 1.0
-1

-0.5

0

0.5

1

0 0.2 0.4 0.6 0.8 1.0 0 0.2 0.4 0.6 0.8 1.0
Bz t12

t 12

Bz t12 Bz t12

(a) (b) (c)

Majorana

Trivial

FIG. 11. Topological phase diagrams for SnTe nanowires in pres-
ence of induced superconductivity. The thicknesses of the nanowires
are (a) 8, (b) 10, and (c) 18 atoms. The blue regions indicate param-
eter regimes where νsc = 1. In the presence of inversion symmetry
they correspond to a topological phase supporting gapless Majorana
bulk modes. If the inversion symmetry is broken they correspond
to fully gapped topological superconducting phase supporting Ma-
jorana end modes. In the numerical calculations we have used � =
0.01 eV. The topological region always starts for Bz > � and the
main effect of increasing (decreasing) � is to shift the nontrivial
phases right (left) along Bz axis.

phases are distributed more uniformly in the parameter space.
Similarly as in the case of the normal state phase diagram
(Fig. 2), we expect that for realistic nanowire thicknesses the
topologically nontrivial phase is accessible with experimen-
tally feasible values of the chemical potential and Zeeman
field. The structure of the topological phase diagram is quite
complicated and it is not easy to extract simple conditions for
the existence of the nontrivial phase. It is worth mentioning
that the topological region always starts for Bz > � and the
main effect of increasing (decreasing) � is to shift the non-
trivial phases right (left) along Bz axis.

As discussed above, in the presence of inversion sym-
metry the νsc = 1 regions in Fig. 11 correspond to the
gapless topological phase. This is indeed the case as demon-
strated with explicit calculation in Fig. 12(a). Moreover, if
inversion-symmetry breaking field is introduced our numer-
ical calculations confirm the opening of an energy gap in
the bulk spectrum and the appearance of the zero-energy
Majorana modes localized at the end of the superconducting
nanowire [Figs. 12(b) and 12(c)].

As illustrated in Fig. 11 the topological phase becomes
fragmented into smaller and smaller regions in the parame-
ter space upon increasing the wire thickness. Therefore, one
might be concerned about the experimental feasibility to ob-
serve the topological superconductivity in these systems. The
systematic analysis of the dependence of the topological gap
on the wire thickness goes beyond the scope of this paper,
but in Fig. 13 we have focused on one of the fragmented
topological regions in the case of 18 atoms thick nanowires.
Our results show that also in this case it is possible to achieve
a topological gap on the order of 1 K and to realize Majorana
zero modes at the end of the wire by breaking the inversion
symmetry. Therefore, at least in 18 atoms thick nanowires the
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FIG. 12. Band structures for eight-atoms-thick superconducting
nanowires (a) in the presence of inversion symmetry λR = 0 and
(b) in the absence of inversion symmetry λR = (0, 0.05, 0) eV.
(c) The spectrum for 400-atoms-long superconducting nanowire, for
λR = (0, 0.05, 0) eV, demonstrating the existence of zero-energy
Majorana modes localized at the end of the wire (red dots). For
illustration purposes, we have computed the spectra for very thin
nanowires with Bz = 0.16 eV, μ = 0.91 eV and � = 0.1 eV. How-
ever, due to the general arguments presented in the text, qualitatively
similar results are expected also for experimentally feasible values of
Bz, μ and � in thicker nanowires.

observation of the Majorana zero modes is still experimentally
feasible.

VI. DISCUSSION AND CONCLUSIONS

We have shown that SnTe materials support robust corner
states and hinge states in the normal state. The topological
nature of these states is related to the approximate symmetries
of the SnTe nanowires. Some of the approximations, such as
the introduction of anisotropic spin-orbit coupling, are quite
abstract technical tricks, but they are extremely useful because
they allow us to construct well-defined topological invari-
ants. Moreover, we have checked that our approximations are
well-controlled and our results are applicable for realistic mul-
tivalley nanowires. We have also shown that the higher-order
topological invariant, describing the existence of hinge states,
is not directly related to the topological crystalline insulator
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u
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FIG. 13. Low-energy band structures for eighteen-atoms-thick
superconducting nanowires (a) in the presence of inversion sym-
metry λR = 0 and (b) in the absence of inversion symmetry λR =
(0.02, 0.03, 0) eV. (c) Zoom into the relevant regime of the phase
diagram. We have chosen Bz = 0.02 eV, μ = 0.5913 eV and � =
0.01 eV (indicated by the red dot in the phase diagram). (d) Local
density of states in the bulk ρbulk (E ) and at the end ρend(E ) (normal-
ized with the maximum value ρmax) of the wire calculated using the
Green’s function method described in Ref. [58].

invariant. Therefore, the nontrivial crystalline insulator and
higher-order topologies can appear either separately or to-
gether. If they appear together the surface states appearing due
to topological crystalline insulator phase can coexist with the
hinge states appearing due to higher-order topological phase.
The higher-order topological invariant is a 2D invariant related
to a high-symmetry plane in the momentum space. This plane
corresponds to a fixed value of kz and we have found that
both the 2D bulk and the 1D edge are gapped within this
plane, so that only the corner states appear. From the practical

075310-8



CORNER STATES, HINGE STATES, AND MAJORANA … PHYSICAL REVIEW B 105, 075310 (2022)

point of view this means that the surface states arising from
the topological crystalline insulator phase and the hinge states
arising from the higher-order topological phase are separated
in the momentum kz so that they can coexist in ballistic wires
where kz is a good quantum number.

We have concentrated on relatively thin nanowires. Since
the wave functions of the transverse modes transform as a
function of the momentum kz and energy from hinge states to
surface states and bulk states, the transverse mode energies do
not obey simple parametric dependencies as a function of the
nanowire thickness and the Zeeman field. This means that the
SnTe nanowires cannot be described by using a low-energy
effective k · p theory. This is illustrated in the complicated
phase diagram of nanowires, which we have discovered. Nev-
ertheless, from the general trends in the thickness dependence
we can extrapolate that for realistic nanowire thicknesses the
topologically nontrivial phases can be reached with experi-
mentally feasible values of the Zeeman field.

Finally, we have found that the superconducting SnTe
nanowires support gapless bulk Majorana modes in the
presence of inversion symmetry, and by introducing inversion-
symmetry-breaking field, the bulk Majorana modes become
gapped and topologically protected localized Majorana zero
modes appear at the ends of the wire. This finding opens up
new possibilities to control and create Majorana zero modes
by controlling the inversion-symmetry breaking fields.

There exists various possibilities to experimentally probe
the corner states, hinge states, and Majorana modes. High-
quality transport studies are definitely the best way to study
these systems. Ideally, the SnTe bulk materials would be insu-
lators where the Fermi level is inside the insulating gap. The
interesting physics, including the topological surface states,
hinge states, and corner states all appear in this range of
energies in the nanowires. Unfortunately, in reality the SnTe
bulk materials typically have a large residual carrier den-
sity due to defects, which poses a significant obstacle for
the studies of topological transport effects. Therefore it is
of crucial importance to improve the control of the carrier
density in SnTe materials. In comparison to the bulk systems
the nanowires have the advantage that the carrier density can
be more efficiently controlled with gate voltages. Tunneling
measurements are possible also in the presence of a large
carrier density because one can probe the local density of
states as a function of energy by voltage-biasing the tip. One
may also try to observe the hinge states and corner states
using nano-angle-resolved photoemission spectroscopy but
obtaining simultaneously both high-spatial and high-energy
resolution is a difficult experimental challenge. The topo-
logically protected gapless Majorana bulk modes could be
probed via thermal conductance measurements, and they may
also be detectable by measuring electrical shot-noise power
or magnetoconductance oscillations in a ring geometry [59].
The Majorana zero modes give rise to various effects, such
as a robust zero-bias peak in the conductance [60] and 4π

Josephson effect [52,61], but the ultimate goal in the physics
of Majorana zero modes is of course to observe effects directly
related to the non-Abelian Majorana statistics [45–47]. The
Majorana zero modes can be realized even if a significant

residual carrier density is present as illustrated in our phase
diagrams. However, the new experimental challenge in this
case is that the topologically nontrivial phase becomes more
and more fragmented in thick wires.
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APPENDIX A: CONSTRUCTION OF THE NANOWIRE
HAMILTONIAN AND THE SYMMETRY OPERATIONS

In this section we give explicit expressions for the different
symmetry operators of the nanowire Hamiltonian. Our start-
ing point is the bulk Hamiltonian (1). The nearest-neighbor
hopping matrices are

hx(kx ) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 γ −
kx

0 0 0
0 0 0 0 0 γ +

kx
0 0

0 0 0 0 0 0 γ −
kx

0
0 0 0 0 0 0 0 γ +

kx

γ +
kx

0 0 0 0 0 0 0
0 γ −

kx
0 0 0 0 0 0

0 0 γ +
kx

0 0 0 0 0
0 0 0 γ −

kx
0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(A1)

hy(ky) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 γ −
ky

0 0
0 0 0 0 γ +

ky
0 0 0

0 0 0 0 0 0 0 γ +
ky

0 0 0 0 0 0 γ −
ky

0
0 γ −

ky
0 0 0 0 0 0

γ +
ky

0 0 0 0 0 0 0
0 0 0 γ +

ky
0 0 0 0

0 0 γ −
ky

0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(A2)

and

hz(kz ) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0 γ +
kz

0 0 0 0 0 0 γ +
kz

0
0 0 0 0 0 γ −

kz
0 0

0 0 0 0 γ −
kz

0 0 0
0 0 0 γ +

kz
0 0 0 0

0 0 γ +
kz

0 0 0 0 0
0 γ −

kz
0 0 0 0 0 0

γ −
kz

0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(A3)
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where γ +
kα

= 1 + eikα and γ −
kα

= 1 + e−ikα . The next-nearest-
neighbor hopping matrices are

hxy(kx, ky)

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 φ−x,−y 0 0 0 0 0 0
φx,y 0 0 0 0 0 0 0
0 0 0 θ−x,y 0 0 0 0
0 0 θx,−y 0 0 0 0 0
0 0 0 0 0 θx,−y 0 0
0 0 0 0 θ−x,y 0 0 0
0 0 0 0 0 0 0 φx,y

0 0 0 0 0 0 φ−x,−y 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(A4)

hyx(kx, ky)

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 θ−x,−y 0 0 0 0 0 0
θx,y 0 0 0 0 0 0 0
0 0 0 φ−x,y 0 0 0 0
0 0 φx,−y 0 0 0 0 0
0 0 0 0 0 φx,−y 0 0
0 0 0 0 φ−x,y 0 0 0
0 0 0 0 0 0 0 θx,y

0 0 0 0 0 0 θ−x,−y 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(A5)

hyz(ky, kz )

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 θ−y,z 0 0 0 0 0
0 0 0 φy,z 0 0 0 0

θy,−z 0 0 0 0 0 0 0
0 φ−y,−z 0 0 0 0 0 0
0 0 0 0 0 0 θ−y,z 0
0 0 0 0 0 0 0 φy,z

0 0 0 0 θy,−z 0 0 0
0 0 0 0 0 φ−y,−z 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(A6)

hzy(ky, kz )

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 φ−y,z 0 0 0 0 0
0 0 0 θy,z 0 0 0 0

φy,−z 0 0 0 0 0 0 0
0 θ−y,−z 0 0 0 0 0 0
0 0 0 0 0 0 φ−y,z 0
0 0 0 0 0 0 0 θy,z

0 0 0 0 φy,−z 0 0 0
0 0 0 0 0 θ−y,−z 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(A7)

hzx (kx, kz )

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 θ−x,z 0 0 0 0
0 0 φx,z 0 0 0 0 0
0 φ−x,−z 0 0 0 0 0 0

θx,−z 0 0 0 0 0 0 0
0 0 0 0 0 0 0 φx,z

0 0 0 0 0 0 θ−x,z 0
0 0 0 0 0 θx,−z 0 0
0 0 0 0 φ−x,−z 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(A8)

and

hxz(kx, kz )

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 φ−x,z 0 0 0 0
0 0 θx,z 0 0 0 0 0
0 θ−x,−z 0 0 0 0 0 0

φx,−z 0 0 0 0 0 0 0
0 0 0 0 0 0 0 θx,z

0 0 0 0 0 0 φ−x,z 0
0 0 0 0 0 φx,−z 0 0
0 0 0 0 θ−x,−z 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(A9)

where θ±α,±β = e±ikα + e±ikβ and φ±α,±β = 1 + ei(±kα±kβ ).
To obtain the lower dimensional Hamiltonians, we can first

expand the Hamiltonian as

H(k) = H0(ky, kz ) + e−ikx H1(ky, kz ) + eikx H†
1 (ky, kz ).

Then the 2D Hamiltonian obtained by assuming a finite thick-
ness Nx in the x direction is given by a 48Nx × 48Nx matrix

H2D(ky, kz ) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

H0 H †
1 0 0 0 · · · 0

H1 H0 H †
1 0 0 · · · 0

0 H1 H0 H †
1 0 · · · 0

...
. . .

...
...

. . .
...

0 · · · · · · 0 0 H0 H †
1

0 · · · · · · 0 0 H1 H0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(A10)

Similarly, we can decompose this 2D Hamiltonian as

H2D(ky, kz ) = H ′
0(kz ) + e−iky H ′

1(kz ) + eiky H ′
1

†(kz ), (A11)

where H ′
0(1) are 48Nx × 48Nx matrices. The Hamiltonian for

the nanowire with a finite thickness Nx (Ny) in x (y) direction
is given by 48NxNy × 48NxNy matrix

H1D(kz ) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

H ′
0 H ′

1
† 0 0 0 · · · 0

H ′
1 H ′

0 H ′
1

† 0 0 · · · 0
0 H ′

1 H ′
0 H ′

1
† 0 · · · 0

...
. . .

...
...

. . .
...

0 · · · · · · 0 0 H ′
0 H ′

1
†

0 · · · · · · 0 0 H ′
1 H ′

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(A12)
Assuming that Nx = Ny, the nanowire has a screw-axis
symmetry, which is described by an operator

Sc(kz ) = Pz ⊗ exp

(
− i

π

4
σz

)
⊗ exp

(
− i

π

2
Lz

)
⊗ sc(kz ).

(A13)

Here Pz is a NxNy × NxNy matrix that realizes the fourfold
rotation of the unit cells. For general Nx = Ny we
have Pz such that (Pz )i, j = 1 for i = q + (p − 1)Nx and
j = p + (Nx − q)Nx (p, q = 1, . . . , Nx) and (Pz )i, j = 0
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otherwise. sc(kz ) is the 8 × 8 matrix acting inside the unit cell

sc(kz ) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 e−ikz 0 0 0 0 0 0

e−ikz 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
0 0 0 0 e−ikz 0 0 0
0 0 0 0 0 e−ikz 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(A14)
The mirror symmetry operators corresponding to the mirror
planes perpendicular to x, y and z are

Mx(kz ) = 1Ny ⊗ mx ⊗ σx ⊗ (
2L2

x − 13
) ⊗ g(−kz )PzPx,

My(kz ) = my ⊗ 1Nx ⊗ σy ⊗ (
2L2

y − 13
) ⊗ g(−kz )PzPy,

Mz(kz ) = 1Ny ⊗ 1Nx ⊗ σz ⊗ (
2L2

z − 13
) ⊗ g(kz ), (A15)

where g(kz ) = diag(e−ikz , e−ikz , 1, 1, e−ikz , e−ikz , 1, 1),

Px =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A16)

Py =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A17)

Pz =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A18)

and

mx = my =

⎛
⎜⎜⎝

0 . . . 0 1
... 1 0
... . .

. ...

1 . . . 0 0

⎞
⎟⎟⎠. (A19)

APPENDIX B: WEYL SEMIMETAL PHASE FOR λz = 0

Setting λz = 0 is a good approximation in thin nanowires.
In this case, there exists a nonsymmorphic chiral symmetry
Sz(kz ) given by,

Sz(kz ) = 1Ny ⊗ 1Nx ⊗ σz ⊗ 13 ⊗ �Pzg(kz ), (B1)

and it is possible to combine it with Mz(kz ) and time-reversal
T to construct an antiunitary operator that anticommutes with
H1D(kz ) for any kz. This operator squares to +1 and therefore
it can give rise to a Pfaffian-protected Weyl semimetal phase
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FIG. 14. The direct band gap � as function of By and Bz for 4
atoms thick nanowire and λz = 0. In the black region � = 0 and the
system is in a 1D Weyl semimetal phase.

also when the Zeeman field is not along the z axis. Figure 14
shows that there exists a Weyl semimetal phase for a range of
Zeeman field magnitudes for all Zeeman field directions in the
yz plane.

APPENDIX C: EFFECTS OF ANISOTROPIC
SPIN-ORBIT COUPLING

We can study the effects of breaking spatial symmetries
by considering anisotropic spin-orbit couplings. In Fig. 15(a)
we show the phase diagram of eight atoms thick nanowire as
function of λz and Bz for λx = λy = λ. In this case the system
still obeys the screw-axis symmetry so that the phase diagram
contains the Weyl semimetal phase in addition to the insulator

B
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FIG. 15. Phase diagram as function of (a) λz and Bz for λx =
λy = λ and (b) λx and Bz for λy = λz = λ. The different phases
are: insulator phase (blue), Weyl semimetal phase (red) and indirect
semimetal phase (grey). The thickness of the nanowire is eight atoms.

075310-11



NGUYEN, BRZEZICKI, AND HYART PHYSICAL REVIEW B 105, 075310 (2022)

and indirect semimetal phases. The phase boundaries depend
on λz.

On the other hand, the screw-axis symmetry is broken if
λx �= λy = λz. Nevertheless, the system still obeys a twofold
rotational symmetry, which can protect the existence of Weyl
points. Indeed, the phase diagram as a function of λx and Bz

for λy = λz = λ also contains the Weyl semimetal phase as
shown in Fig. 15(b).

APPENDIX D: HIGHER-ORDER TOPOLOGICAL
INVARIANT

1. Hamiltonian and symmetries in the k3 = π plane

In this section we consider the Hamiltonian for a system
with atoms at positions (0, 0,±1/2) and translation vectors
a1 = (1, 0, 1), a2 = (0, 1, 1) and (0, 0, 2). For this unit cell
the hopping matrices in the bulk Hamiltonian H(k) of Eq. (1)
are

hx(k) =
(

0 eik1 + ei(k3−k1 )

e−ik1 + ei(k1−k3 ) 0

)
, (D1)

hy(k) =
(

0 eik2 + ei(k3−k2 )

e−ik2 + ei(k2−k3 ) 0

)
, (D2)

hz(k) =
(

0 1 + eik3

1 + e−ik3 0

)
, (D3)

and

hxy(k) = 2 cos(k1 + k2 − k3)12,

hyx(k) = 2 cos(k1 − k2)12,

hxz(k) = 2 cos(k1)12,

hzx(k) = 2 cos(k1 − k3)12,

hyz(k) = 2 cos(k2)12,

hzy(k) = 2 cos(k2 − k3)12, (D4)

and the symmetries discussed above are

I = 12 ⊗ 13 ⊗ exp

(
−i

k3

2
τz

)
,

Mα = σα ⊗ (2L2
α − 13) ⊗ 12, α = x, y,

Mz = σz ⊗ (2L2
z − 13) ⊗ exp

(
−i

k3

2
τz

)
,

Mxy = σx − σy√
2

⊗
(

2

(
Lx − Ly√

2

)2

− 13

)
⊗ 12.

Moreover, we also have a fourfold rotation

R4 = exp

(
i
π

2

1

2
σz

)
⊗ exp

(
i
π

2
Lz

)
⊗ 12,

and the time-reversal symmetry

T = σy ⊗ 13 ⊗ 12.

These symmetries act on the Hamiltonian as

IH(k1, k2, k3)I† = H(−k1,−k2,−k3),

MxH(k1, k2, k3)M†
x = H(k3 − k1, k2, k3),

MyH(k1, k2, k3)M†
y = H(k1, k3 − k2, k3),

MzH(k1, k2, k3)M†
z = H(k1 − k3, k2 − k3,−k3),

MxyH(k1, k2, k3)M†
xy = H(k2, k1, k3),

R4H(k1, k2, k3)R†
4 = H(k3 − k2, k1, k3),

T H(k)T † = H(−k)T . (D5)

We concentrate on the k3 = π plane. In this case, the standard
high-symmetry points are related as

MxH(0, 0, π )M†
x = H(π, 0, π ),

MyH(0, 0, π )M†
y = H(0, π, π ),

MyMxH(0, 0, π )M†
x M†

y = H(π, π, π ). (D6)

Moreover, the k3 = π plane has four special points (k1, k2) =
(π/2 + n1π, π/2 + n2π ) (n1,2 = 0, 1) obeying[

Mx,H
(

π

2
+ n1π,

π

2
+ n2π

)]
= 0,

[
My,H

(
π

2
+ n1π,

π

2
+ n2π

)]
= 0. (D7)

Among these points we find two fourfold rotation centers[
R4,H

(
π

2
,
π

2
, π

)]
=

[
R4,H

(
3π

2
,

3π

2
, π

)]
= 0, (D8)

and two fourfold rotoinversion centers[
Q4,H

(
π

2
,

3π

2
, π

)]
=

[
Q4,H

(
3π

2
,
π

2
, π

)]
= 0, (D9)

where

Q4 = IR4. (D10)

The rotoinversion centers are mapped onto each other by the
fourfold rotation or diagonal mirror

R4H
(

π

2
,

3π

2
, π

)
R†

4 = H
(

3π

2
,
π

2
, π

)
,

MxyH
(

π

2
,

3π

2
, π

)
M†

xy = H
(

3π

2
,
π

2
, π

)
, (D11)

and the rotation centers are related by the inversion symmetry

IH
(

π

2
,
π

2
, π

)
I† = H

(
3π

2
,

3π

2
, π

)
. (D12)

Finally, the product of Mx and My yields a twofold rotation
R2 with respect to the z axis

R2 = iMxMy = σz ⊗ (
2L2

z − 13
) ⊗ 12, (D13)

and the rotation and rotoinversion centers are also twofold
rotation centers[

R2,H
(

π

2
+ n1π,

π

2
+ n2π

)]
= 0, n1,2 = 0, 1. (D14)

2. Pfaffian at the high-symmetry points in the k3 = π plane with
λz = 0 approximation

By assuming that λz = 0 and λx = λy = λ we find that
the Hamiltonian H(k1, k2, π ) satisfies a chiral symmetry
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SzH(k1, k2, π )S†
z = −H(k1, k2, π ), where

Sz = σz ⊗ 13 ⊗ τx. (D15)

Therefore, the symmetry class of H(k1, k2, π ) is DIII so that
we can find an eigenbasis of Sz in which the Hamiltonian takes
the form of

H(k1, k2, π ) =
(

0 u(k1, k2)
u†(k1, k2) 0

)
, (D16)

and the time-reversal symmetry operator is

T =
(

0 −i16

i16 0

)
. (D17)

Thus, the Hamiltonian satisfies a particle-hole symmetry

CH(k1, k2, π )C† = −H(−k1,−k2, π )T , (D18)

where

C = T Sz =
(

0 16

16 0

)
, (D19)

so that

u(k1, k2) = −u(−k1,−k2)T . (D20)

Therefore, at the high-symmery points K = (n1π, n2π )
(n1,2 = 0, 1)

u(K )T = −u(K ), (D21)

and we can define a Pfaffian

p = Pf u(K). (D22)

Note that all high-symmetry points K are equivalent. The
possible values of p are restricted because of the inversion
symmetry operator, which can be written in the present basis
as

I =
(

0 o
oT 0

)
, (D23)

where

o =
(

0 13

−13 0

)
(D24)

is an orthogonal matrix. By applying it to the Hamiltonian at
the K point we get

u(K) = ou(K)†o = ou(K)∗oT , (D25)

where we have used Eq. (D20) and oT = −o. Using the gen-
eral properties of the Pfaffian we get

p = Pf u(K ) = Pf[ou(K )∗oT ] = det o Pf u(K )∗ = p�.

(D26)
This means that p is a real number.

3. Determinant at the rotation points in the k3 = π plane
with λz = 0 approximation

At the fourfold rotation and rotoinversion points we can
use these symmetries to decompose the Hamiltonian into di-
agonal blocks. We first focus on the rotoinversion center K′ =

(π/2, 3π/2, π ) point. In the eigenbasis of Q4 the Hamiltonian
takes a block-diagonal form

H(K′) =

⎛
⎜⎝

h1 0 0 0
0 h2 0 0
0 0 h3 0
0 0 0 h4

⎞
⎟⎠, (D27)

where h1,...,4 are the 3 × 3 blocks. By ordering the eigenvalues
of Q4 in a suitable way, the chiral symmetry takes a block form

Sz =

⎛
⎜⎝

0 s1 0 0
s2 0 0 0
0 0 0 s3

0 0 s4 0

⎞
⎟⎠, (D28)

with si being 3 × 3 unitary block. This form follows from
the fact that Q4 and Sz anticommute. The spectrum of each
individual block hi is not symmetric around zero, but the
spectrum of h1 (h3) is opposite to the spectrum of h2 (h4).
Since the blocks also have an odd dimension, the determinants
satisfy det h1 = − det h2 and det h3 = − det h4. The spectrum
of the whole Hamiltonian H(K′) is twice degenerate because
of the presence of the symmetry Π = IT with the property
ΠΠ� = −1 that gives Kramer denegeracy at every k point.
This symmetry in the present basis takes a block form of

Π = IT =

⎛
⎜⎜⎝

0 0 0 k1

0 0 k2 0
0 k†

2 0 0
k†

1 0 0 0

⎞
⎟⎟⎠. (D29)

This implies that the blocks h1 and h4 (h2 and h3) have the
same spectrum. From this it follows that

det[H(K′)] = d4, (D30)

where d ≡ det h1 = det h4 = − det h2 = − det h3, and there-
fore d changes sign at the zero-energy gap closing occurring
at the momentum K′.

Finally, it is worth noticing that the above construction
does not work for the fourfold rotation points. In the eigen-
basis of R4 the Hamiltonian consists of four diagonal blocks
h1,...,4, where h1,2 (h3,4) are 2 × 2 (4 × 4) matrices. The rota-
tion R4 commutes with Sz, so that in this basis

Sz =

⎛
⎜⎝

s1 0 0 0
0 s2 0 0
0 0 s3 0
0 0 0 s4

⎞
⎟⎠. (D31)

From this structure it follows that {hi, si} = 0 so that spec-
trum of each block hi is symmetric around zero. Thus, the
determinants always satisfy det h1,2 � 0 and det h3,4 � 0, and
therefore they cannot change sign in a gap closing.

APPENDIX E: TOPOLOGICAL INVARIANTS IN THE
PRESENCE OF SUPERCONDUCTIVITY

1. Topological invariant of 1D superconductors
belonging to class D

In the presence of induced superconductivity the BdG
Hamiltonian Hsc(kz ) always satisfies a particle-hole symmetry
Csc(Hsc(−kz ))T Csc = −Hsc(kz ), where Csc can be written in

075310-13



NGUYEN, BRZEZICKI, AND HYART PHYSICAL REVIEW B 105, 075310 (2022)

the Nambu space as

Csc =
(

0 1

1 0

)
. (E1)

We can utilize Csc to perform a unitary transformation on the
Hamiltonian

Hsc
U (kz ) = U †Hsc(kz )U, U = β

√
�C

−1
, (E2)

where the columns of matrix β are the eigenvectors of Csc and
�C is a diagonal matrix containing the eigenvalues of Csc, so
that

Cscβ = β�C . (E3)

Because CscCsc∗ = 1, which follows from the D symmetry
class, and Csc is unitary we can choose the eigenvectors so
that they satisfy β = β∗. From this it follows that at k0 = 0, π(

Hsc
U (k0)

)T =
√

�C
−1

βT (Hsc(k0))T β
√

�C

=
√

�CβT Csc(Hsc(k0))T Cscβ
√

�C
−1

= −
√

�CβT Hsc(k0)β
√

�C
−1 = −Hsc

U (k0),

(E4)

and the particle-hole operator in the new basis becomes iden-
tity matrix

U T CscU =
√

�C
−1

βT Cscβ
√

�C
−1 = 1. (E5)

Since the Hamiltonian is antisymmetric at k0 = 0, π we
can define a Pfaffian, which is real because[

PfHsc
U (k0)

]∗ = PfHsc
U (k0)T = Pf

[
Hsc

U (k0)
]
. (E6)

Therefore we can define a Z2 topological invariant as

νsc = (
1 − sgn

[
PfHsc

U (0)PfHsc
U (π )

])/
2. (E7)

This is the strong topological invariant of 1D superconductors
belonging to the class D.

2. Topological invariant for inversion-symmetry protected
gapless Majorana bulk modes

We can also combine Csc with the inversion symmetry
Isc(kz ) to produce an operator

Asc(kz ) = CscIsc(kz ), (E8)

whose action on the Hamiltonian is

Asc†
kz

(Hsc(kz ))T Asc
kz

= −Hsc(kz ). (E9)

From the double application of the above equation it follows
that AscAsc∗ = ±1, where +1 and −1 define different symme-
try classes, in analogy to the particle hole symmetry. In our
case we get AscAsc∗ = +1, following from the D symmetry
class [Csc, Isc] = 0 and IscIsc∗ = 1.

Note that it is enough to know that Asc is unitary and
AscAsc∗ = +1 to prove that it can be diagonalized by an
orthogonal transformation. From unitarity we have Asc =
exp(iB) with B being Hermitian. From the latter property we
get exp(−iB) = exp(−iBT ), which gives BT = B + 2nπ . By
taking the trace of this equation we get that n = 0 so B must
be real symmetric. Then Asc can be diagonalized by by an

orthogonal transformation. Then we find the real eigenbasis
γ (kz ) of Asc(kz ), we have

Asc(kz )γ (kz ) = γ (kz )�A(kz ). (E10)

We define a unitary transformation

V (kz ) = γ (kz )
√

�A(kz )
−1

, (E11)

and following the same derivation as in Eq. (E4) we can prove
that the transformed Hamiltonian

Hsc
V (kz ) = V (kz )†Hsc(kz )V (kz ), (E12)

is antisymmetric for any kz. By utilizing the fact that the
Pfaffian of the Hamiltonian is real valued, we can now define
an inversion-symmetry protected Z2 topological invariant for
all values of kz as

νI (kz ) = (
1 − sgn

[
PfHsc

V (kz )
])/

2. (E13)

If this invariant changes as a function of kz there must
necessarily be a gap closing. Therefore, there exists a 1D
topological phase supporting inversion-symmetry protected
gapless bulk Majorana modes. In the presence of inversion
symmetry these gapless Majorana bulk modes can only be
destroyed by merging them in a pairwise manner.

3. Relationship between the two Pfaffians

We have two antisymmetric forms of Hamiltonian. Hsc
U (kz )

is antisymmetric at kz = 0, π and Hsc
V (kz ) is antisymmetric for

all values of kz. These antisymmetric Hamiltonians allow us
to define topological invariants with the help of their Pfaf-
fians, and thus it is important to know how these Pfaffians
are related to each other. Assume we have two antisymmetric
Hamiltonians H ′ and H related by a change of basis as H ′ =
Q†HQ. Then from antisymmetry of H ′ and H we have that
[H, QQT ] = 0. Then we have two options, either QQT = 1
and then PfH ′ = det Q PfH or QQT is equal to a symmetry
operator of H and then the Pfaffians of H and H ′ do not
have to be proportional. The latter case could lead to two
independent invariants.

Coming back to our case, we find that

V (kz = 0, π )V (kz = 0, π )T �= 1, (E14)

and this operator is indeed related to the inversion symmetry

V (kz = 0, π )V (kz = 0, π )T = Isc(kz = 0, π ), (E15)

but it turns out that also a stronger property holds, namely

(V (kz )V (kz )T )� = Isc(kz ). (E16)

From the last equation we obtain

V (kz )† = V (kz )T Isc(kz ). (E17)

Consequently,

Hsc
V (kz ) = V (kz )T Isc(kz )Hsc

U (kz )V (kz ). (E18)

Thus the Pfaffians can be related as

PfHsc
V (kz ) = det V (kz ) Pf

[
Isc(kz )Hsc

U (kz )
]
. (E19)

Both sides of the equations are well defined because Hsc
V (kz )

is antisymmetric for any kz and Isc(kz )Hsc
U (kz ) is also anti-

symmetric for any kz despite Hsc
U (kz ) alone being symmetric
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only at high-symmetry points. For the right-hand side we get
det V (kz ) = exp[24iNxNykz] so we always have det V (0) =
det V (π ) = 1. To calculate the Pfaffian on the right-hand side

at k0 = 0, π we can utilize the operator γ (k0) = γ (k0)∗, sat-
isfying det γ (k0) = 1 and γ (k0)T Isc(k0)γ (k0) is a diagonal
matrix, to obtain

PfHsc
V (k0) = Pf

[
γ (k0)T Isc(k0)γ (k0)γ (k0)T Hsc

U (k0)γ (k0)
] = Pf

[−γ−(k0)T Hsc
U (k0)γ−(k0)

]
Pf

[
γ+(k0)T Hsc

U (k0)γ+(k0)
]

= (−1)d−/2Pf
[
γ−(k0)T Hsc

U (k0)γ−(k0)
]
Pf

[
γ+(k0)T Hsc

U (k0)γ+(k0)
] = PfHsc

U (k0).

Here, γ (k0) = [γ+(k0), γ−(k0)], the columns of γ±(k0) are the
eigenvectors of Isc(k0) corresponding to eigenvalues ±1 and
we have utilized the fact that the dimension d− of the eigen-

value −1 subspace is always a multiple of 4. Therefore, the
two Pfaffians are always equal at the high-symmetry momenta
k0 = 0, π .
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Chapter 6

Unprotected edge modes in quantum
spin Hall insulator candidate

materials

6.1 Summary
Numerous materials have been anticipated to exhibit the QSH insulator phase [7,
37, 50, 69] which predicts the existence of helical edge modes, which are topolog-
ically protected against elastic backscattering from all perturbations obeying the
time-reversal symmetry. Experimental evidence of edge mode transport has been
observed in several materials like HgTe/CdTe quantum wells [46], InAs/GaSb bi-
layers [24], and WTe2 [95]. However, experimental studies have also revealed incon-
sistencies with simple theoretical models. For example, in WTe2, the edge trans-
port protection length is only a few tens of nanometers [95], while in the more
extensively studied InAs/GaSb and HgTe/CdTe quantum wells, the best protection
lengths achieved so far are on the order of a few micrometers [24] and a few tens of
micrometers [56], respectively. The interpretation of these short protection lengths
is still a topic of debate, with various mechanisms, such as magnetic impurities [89],
phonons [12], dynamic nuclear polarization [19, 57], spontaneous time-reversal sym-
metry breaking [65, 66], charge puddles [93], charge dopants [22], and interaction
effects [23], potentially contributing to the collapse of topological protection. It is
worth mentioning that a recent theoretical study on InAs/GaSb heterostructures
also reported the existence of trivial helical states [55]. The theoretical analysis of
the edge modes in these materials has so far been based on effective models such as
the Bernevig-Hughes-Zhang model discussed in Chapter. 1 of this thesis.

In this paper, we use first-principles calculations to derive an effective tight-
binding model for HgTe/CdTe, HgS/CdTe and InAs/GaSb heterostructures. Our
investigation reveals that these materials exhibit additional edge states that are in-
fluenced by the edge termination. Importantly, these edge modes are not captured
by the Bernevig-Hughes-Zhang model, and therefore their existence has not been
discussed in the existing literature. We show that the origin of these states can
be traced back to a minimal model of a buckled honeycomb lattice of anions and
cations, which serves as the fundamental building block for constructing these het-
erostructures. This minimal model supports flat bands with nontrivial quantum
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geometry, resulting in polarization charges at the edges [74]. More precisely, we go
beyond the theory described in Ref. [74] by showing that in this system the polar-
ization charge is determined by the sum of Zak phases of multiple flat bands so that
the boundary charge increases proportionally to the width of the system. When
the flat bands are coupled with each other and other states to form the Hamilto-
nian describing the full heterostructure, the polarization charges transform into the
additional edge states in the full heterostructure. In HgTe/CdTe quantum wells,
the additional edge states lie far from the Fermi level, thus not contributing sig-
nificantly to transport. However, in HgS/CdTe and InAs/GaSb heterostructures,
these states appear within the bulk energy gap, enabling the possibility of multi-
mode edge transport, consistent with experimental observations [18, 61]. Notably,
we have found that these additional edge states are not topological. Therefore, by
applying an edge potential, it may be possible to eliminate them from the energy
gap between the valence and conduction bands. This observation sheds light on the
improvement of the quality of the quantum spin Hall effect through impurity doping
in InAs/GaSb bilayers [24] and gate training in HgTe/CdTe quantum wells [56]. In
our paper, we have also shown that the edge termination and stacking direction
influence the properties of the nontopological edge modes, but the edge modes are
quite generically present in heterostructures grown along various different directions.
Moreover, we have established a theoretical framework, which can be utilized in the
more detailed future investigations of the influences of choices of materials, stacking
direction and edge termination on the nontopological edge modes, hopefully leading
to the improvement of the quality of the quantum spin Hall effect.
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The experiments in quantum spin Hall insulator candidate materials, such as HgTe/CdTe and InAs/GaSb
heterostructures, indicate that in addition to the topologically protected helical edge modes, these multilayer
heterostructures may also support additional edge states, which can contribute to scattering and transport. We
use first-principles calculations to derive an effective tight-binding model for HgTe/CdTe, HgS/CdTe, and
InAs/GaSb heterostructures, and we show that all these materials support additional edge states which are
sensitive to edge termination. We trace the microscopic origin of these states back to a minimal model supporting
flat bands with a nontrivial quantum geometry that gives rise to polarization charges at the edges. We show that
the polarization charges transform into additional edge states when the flat bands are coupled to each other and to
the other states to form the Hamiltonian describing the full heterostructure. Interestingly, in HgTe/CdTe quantum
wells the additional edge states are far away from the Fermi level so that they do not contribute to the transport,
but in the HgS/CdTe and InAs/GaSb heterostructures they appear within the bulk energy gap, giving rise to
the possibility of multimode edge transport. Finally, we demonstrate that because these additional edge modes
are nontopological it is possible to remove them from the bulk energy gap by modifying the edge potential, for
example, with the help of a side gate or chemical doping.

DOI: 10.1103/PhysRevB.107.045138

I. INTRODUCTION

The theory of the quantum spin Hall (QSH) effect predicts
the existence of helical edge modes, which are topologically
protected against elastic backscattering from all perturba-
tions obeying time-reversal symmetry, and various materials
have been predicted to support the QSH insulator phase
[1–4]. Experimentally, signatures of edge mode transport have
been observed in several of the candidate materials such as
HgTe/CdTe quantum wells [5], InAs/GaSb bilayers [6], and
WTe2 [7]. However, experimental studies have also led to
discrepancies with the simple theoretical models. In WTe2

the protection length of the edge transport is only a few
tens of nanometers [7], and even in the more extensively
studied InAs/GaSb and HgTe/CdTe quantum wells the best
protection lengths reached so far are on the order of a few
micrometers [6] and a few tens of micrometers [8], respec-
tively. There is still no consensus about the interpretation of
the observed short protection lengths but various mechanisms,
such as magnetic impurities [9], phonons [10], dynamic
nuclear polarization [11,12], spontaneous time-reversal sym-

*autieri@magtop.ifpan.edu.pl
†timo.hyart@tuni.fi
‡brzezicki@magtop.ifpan.edu.pl

metry breaking [13,14], charge puddles [15], charge dopants
[16], and interaction effects [17], may contribute to the break-
down of topological protection.

The quality of the edge transport can be improved with
the help of impurity doping in InAs/GaSb bilayers [6] and
gate training in HgTe/CdTe quantum wells [8], indicating
that there likely exist some additional unprotected low-energy
states, which are contributing to the breakdown of the topo-
logical protection and which are influenced by these sample
preparation techniques. In certain experiments unprotected
edge states have been observed also more directly. Namely,
in InAs/GaSb bilayers, in the absence of impurity doping,
multimode edge transport has been experimentally observed
in the trivial regime [18]. In HgTe/CdTe quantum wells
the additional states seem to be sufficiently far away from the
Fermi level so that they do not contribute to transport, but the
dynamical properties suggest that the topological edge states
are surrounded by additional states contributing to scattering
[19]. The microscopic origin of these additional states remains
unknown in both materials.

In this paper, we use first-principles calculations to derive
an effective tight-binding model for HgTe/CdTe, HgS/CdTe,
and InAs/GaSb heterostructures, and we show that all these
materials support additional edge states which are sensitive
to the edge termination. We trace the microscopic origin of
these states back to a minimal model of a buckled honeycomb

2469-9950/2023/107(4)/045138(12) 045138-1 ©2023 American Physical Society
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TABLE I. Tight-binding parameters (in eV) of different materials.

Parameters HgTe HgS CdTe InAs GaSb AlSb

Vsa −5.8329 −12.1315 −6.1832 −7.8000 −5.4804 −4.2606
Vsc 0.2069 −1.5535 1.6395 −3.5834 −5.5334 −3.0847
Vpa 3.1483 −1.1909 2.3251 −0.1424 −0.2514 0.4210
Vpc 7.6916 5.4898 7.4584 4.1314 2.8382 3.9110
Vssσ −1.2569 −0.1162 −1.2431 −0.1424 −0.2514 0.4210
Vsa pcσ 1.7229 2.8306 1.6379 −1.4257 −1.5325 −1.6150
Vsc paσ 1.4834 1.1517 1.5463 1.4669 1.2761 1.3486
Vppσ 2.2132 1.5759 2.0139 2.2223 2.200 2.0384
Vppπ −0.9830 −0.4231 −0.9875 −1.1509 −1.1513 −1.1146
λa 0.3943/2 −0.0159/2 0.5350/2 0.2083/2 0.4423/2 0.4237/2
λc 0.7216/2 0.7651/2 0.1950/2 0.2856/2 0.1246/2 0.0306/2
Ef 3.32248 −1.33027 3.32331 0.173742 0.293268 1.71368

lattice of anions and cations. This system is the minimal
building block for constructing HgTe/CdTe, HgS/CdTe, and
InAs/GaSb heterostructures, and it supports flat bands with
nontrivial quantum geometry that gives rise to polarization
charges at the edges [20]. We show that the polarization
charges transform into additional edge states when the flat
bands are coupled to each other and to the other states to
form the Hamiltonian describing the full heterostructure. In
HgTe/CdTe quantum wells the additional edge states are far
away from the Fermi level so that they do not contribute to the
transport, but in the HgS/CdTe and InAs/GaSb heterostruc-
tures they appear within the bulk energy gap, giving rise to
the possibility of multimode edge transport, in agreement with
experiments [18,19]. Finally, we demonstrate that because
these additional edge modes are nontopological, it is possible

to remove them from the bulk energy gap by modifying the
edge potential, for example, with the help of a side gate or
chemical doping, providing a possible explanation for the
mysterious improvement of the quality of the QSH effect with
the help of impurity doping in InAs/GaSb bilayers [6] and
gate training in HgTe/CdTe quantum wells [8]. We note that
trivial helical states were also reported in a recent theoretical
work on InAs/GaSb heterostructures [21].

II. HETEROSTRUCTURE HAMILTONIAN
AND NONTOPOLOGICAL EDGE STATES

Our starting point are the Hamiltonians for HgTe, HgS,
CdTe, InAs, GaSb, and AlSb bulk crystals,

H(k) = 12 ⊗ hA ⊗
(

0 eik3

0 0

)
+ 12 ⊗ hB ⊗

(
0 eik1

0 0

)
+ 12 ⊗ hC ⊗

(
0 1
0 0

)
+ 12 ⊗ hD ⊗

(
0 ei(k3−k2 )

0 0

)
+ H.c.

+ 12 ⊗ Ec ⊗
(

1 0
0 0

)
+ 12 ⊗ Ea ⊗

(
0 0
0 1

)
−

∑
α=1,2,3

σα ⊗ Lα ⊗
(

λc 0
0 λa

)
− E f ⊗ 116, (1)

hA = h

(
1√
3
,
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3
,

1√
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,− 1√
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3

)
, hD = h

(
− 1√
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,

(2)

h(l, m, n) =

⎛
⎜⎜⎝

Vssσ lVsc paσ mVsc paσ nVsc paσ

−lVsa pcσ l2(Vppσ − Vppπ ) + Vppπ lm(−Vppπ + Vppσ ) ln(−Vppπ + Vppσ )
−mVsa pcσ lm(−Vppπ + Vppσ ) m2(Vppσ − Vppπ ) + Vppπ mn(−Vppπ + Vppσ )
−nVsa pcσ ln(−Vppπ + Vppσ ) mn(−Vppπ + Vppσ ) n2(Vppσ − Vppπ ) + Vppπ

⎞
⎟⎟⎠, (3)

Lx = i

⎛
⎜⎜⎝

0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0

⎞
⎟⎟⎠, Ly = i

⎛
⎜⎜⎝

0 0 0 0
0 0 0 −1
0 0 0 0
0 1 0 0

⎞
⎟⎟⎠, Lz = i

⎛
⎜⎜⎝

0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0

⎞
⎟⎟⎠, Ea(c) =

⎛
⎜⎜⎝

Vsa(c) 0 0 0
0 Vpa(c) 0 0
0 0 Vpa(c) 0
0 0 0 Vpa(c)

⎞
⎟⎟⎠,

(4)

where the tight-binding parameters for each material, given
in Table I, have been derived from first-principles density-
functional theory (DFT) calculations. To obtain the tight-
binding with first-neighbor hopping parameters, we impose
to the tight-binding model to fit the DFT band structure
at the high-symmetry points extracting the on-site energies,

the hopping amplitudes, and the spin-orbit couplings as fit-
ting parameters. More technical information is provided in
Appendixes A and B. Here, the unit cell of the zinc-
blende crystal structure contains two lattice sites, anions and
cations, at positions (0,0,0) and (1/2, 1/2, 1/2) with lattice
translation vectors being n1 = (1, 1, 0), n2 = (−1, 1, 0), and
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FIG. 1. Schematic illustration of the hopping matrices hα (α =
A, B,C, D) between the nearest-neighbor lattice sites in zinc-blende
crystals. Each cation (green) and anion (red) supports one s orbital
and three p orbitals so that hi are 4 × 4 matrices.

n3 = (0, 1, 1). Each site in the unit cell supports one s orbital
and three p orbitals, hα are 4 × 4 matrices describing the
hopping amplitudes between the different orbitals of cations
and anions [parametrized by Vssσ , Vsa pcσ , Vsc paσ , Vppσ , and Vppπ

in Eq. (3)] along the different directions α = A, B,C, D as
depicted in Fig. 1, matrices Ea(c) contain the on-site energies
Vsa(c) and Vpa(c) of the s and p orbitals of the anions (cations), σα

are Pauli spin matrices, Lα are the 4 × 4 angular momentum
matrices, λa(c) is the spin-orbit coupling strength at the anion
(cation) site, and E f is the Fermi energy.

The two-dimensional (2D) Hamiltonian H2D(k1, k2) of a
quantum heterostructure XWX /YWY /XWX , consisting of WX unit
cells of material X (insulating barrier), WY unit cells of ma-
terial Y (quantum well), and WX unit cells of material X
(insulating barrier), stacked along the n3 direction, can be
written as

H2D(k1, k2) =
∑

i

|i〉〈i| ⊗ H0(k1, k2, i)

+
(∑

i

|i〉〈i + 1| ⊗ H1(k1, k2, i) + H.c.

)
, (5)

where |i〉 is the basis state for the ith unit cell along the n3

direction, and

H0(k1, k2, i) =

⎧⎪⎨
⎪⎩

HX
0 , 0 < i � WX ,

Hy
0 , WX < i � WX + WY ,

HX
0 , WX + WY < i � 2WX + WY ,

(6)

H1(k1, k2, i) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

HX
1 , 0 < i < WX ,

HXY
1 , i = WX ,

Hy
1 , WX < i < WX + WY ,

HXY
1 , i = WX + WY ,

HX
1 , WX + WY < i � 2WX + WY ,

(7)

with HX
0 (k1, k2) and HX

1 (k1, k2) obtained from the Fourier
decomposition of H(k) [Eq. (1)] of material X ,

H(k) = H0(k1, k2) + eik3 H1(k1, k2) + e−ik3 H†
1 (k1, k2). (8)

We assume that the hopping matrices between the different
materials HXY

1 can be written as

HXY
1 = (1 − x)

HX
1 + Hy

1

2
, (9)
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FIG. 2. Energy gap Egap and topological invariant ν as a function
of the quantum well thickness WHgTe in a CdTe10/HgTeWHgTe

/CdTe10

heterostructure. The transition from the topologically trivial ν = 0 to
nontrivial ν = 1 phase takes place at WHgTe,c = 12 unit cells.

allowing us to turn the coupling between the materials on and
off by changing x continuously from 0 to 1. This is useful in
the following when we study the microscopic origin of the
nontopological edge modes. If not otherwise stated we use
x = 0 so that the coupling is turned on. We have benchmarked
the tight-binding model by studying the topological phase
transition in CdTe/HgTe/CdTe quantum wells. As shown in
Fig. 2 we obtain a transition from a topologically trivial to
nontrivial phase at WHgTe,c = 12 unit cells in approximate
agreement with previous studies [2,3].

To study the edge state spectra of these materials we
consider one-dimensional ribbons of width W ′ along the n2

direction,

H1D(k1) = 1W ′ ⊗ H ′
0(k1) + D ⊗ H ′

1(k1) + Dᵀ ⊗ H ′†
1 (k1),

(10)
where

D =
W ′−1∑

i=1

|i〉〈i + 1|, (11)

and H ′
0(k1) and H ′

1(k1) are obtained from the Fourier decom-
position

H2D(k1, k2) = H ′
0(k1) + eik2 H ′

1(k1) + e−ik2 H ′†
1 (k1). (12)

Based on previous studies we expect that CdTe/HgTe/CdTe
quantum wells support a pair of counterpropagating helical
edge states connecting through the bulk gap in the topo-
logically nontrivial regime WHgTe > WHgTe,c [2,3,5], whereas
we expect that there are no edge states in the trivial
regime WHgTe < WHgTe,c. However, we find that the spectra of
CdTe/HgTe/CdTe and CdTe/HgS/CdTe compounds support
additional edge states as shown in Figs. 3 and 4, respectively.
In the case of CdTe/HgTe/CdTe, the additional edge states
appear at energies far away from the bulk gap so that they
do not contribute to the transport, but in CdTe/HgS/CdTe
the edge states are observed inside the bulk gap, giving rise
to the possibility of multimode edge transport. We find that
these additional edge states can appear in nontrivial and triv-
ial heterostructures, and in Fig. 4 we also demonstrate that
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AlSb10/InAs10/GaSb10/AlSb10 heterostructure with width
W ′ = 300 unit cells.

spin-orbit coupling does not play a significant role in the
appearance of nontopological edge states. Finally, in Fig. 5
we demonstrate that this type of nontopological edge states
appear also in topologically trivial AlSb/InAs/GaSb/AlSb
heterostructures inside the bulk gap, giving rise to the pos-
sibility of multimode edge transport. In our calculations the
nontopological edge modes are mostly localized on one of
the edges because we have used particular edge terminations,
determined by Eq. (10), in the construction of the ribbons. The
dependence on the termination highlights the nontopological
nature of the edge modes, but in real materials the edges are
not expected to be perfectly ordered, and therefore we expect
that the nontopological edge modes are distributed on both
edges. In fact, for another stacking direction we indeed find
that the edge states appear on both sides of the system (see
Appendix C). The rest of the paper is devoted to the under-
standing of the microscopic origin and the other properties of
the nontopological edge states.

III. MINIMAL MODEL

In order to understand the microscopic origin of the non-
topological edge modes, in this section we consider a model
for a buckled honeycomb lattice of anions and cations, which
can be considered to be the minimal building block for
constructing HgTe/CdTe, HgS/CdTe, and InAs/GaSb het-
erostructures. We note that this minimal model supports flat
bands with nontrivial quantum geometry that gives rise to po-
larization charges at the edges [20]. In Sec. IV we demonstrate
that the polarization charges transform into additional edge
states when the flat bands are coupled to each other and to
the other states to form the Hamiltonian describing the full
heterostructure.

The minimal model can obtained from the full three-
dimensional Hamiltonian [Eq. (1)] by projecting the model to
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FIG. 6. (a) Buckled honeycomb lattice of anions (red) and
cations (green) describing the minimal model. The directions in this
two-dimensional system correspond to n1 and n3 in the original three-
dimensional model [Eq. (1)]. (b) The Zak phases of the flat bands
of the model give rise to an accumulated end charge proportional
to the width of the ribbon W because of an additional symmetry
that allows for the decomposition of the Hamiltonian into diagonal
blocks. Each dashed rectangle represents four states, labeled as p1,
p2, p3, and s due to their orbital contents, of a single zigzag chain.
The states represented by purple (blue) disks form 3 × 3 (1 × 1)
diagonal blocks after decomposition. The black lines indicate that the
states connected by them go to the same block. The dashed black line
denotes a coupling, which is present only in the cylinder geometry
with periodic boundary conditions in the transverse direction.

s orbitals of cations and p orbitals of anions, neglecting the
spin-orbit coupling terms and setting k2 = π . Furthermore,
we set E f = 0 for simplicity. This way we obtain a buckled
honeycomb lattice shown in Fig. 6(a). The 2D bulk Hamilto-
nian of this system is

H2D(k1, k3) = H‖(k1) + (eik3 H⊥ + H.c.), (13)

and the 1D Hamiltonian of a W unit cells wide ribbon is

H1D(k1) = 1W ⊗ H‖(k1) + (D ⊗ H⊥ + H.c.), (14)

where

H‖(k1)

E0
=

⎛
⎜⎜⎝

ηs eik1 − 1 −eik1 + 1 −eik1 − 1
e−ik1 − 1 ηp 0 0

−e−ik1 + 1 0 ηp 0
−e−ik1 − 1 0 0 ηp

⎞
⎟⎟⎠,

H⊥
E0

=

⎛
⎜⎜⎝

0 2 2 0
0 0 0 0
0 0 0 0
0 0 0 0

⎞
⎟⎟⎠, E0 = Vsc paσ√

3
, ηs = Vsc

E0
, ηp = Vpa

E0
.

Here, D is a W × W matrix of the form (11). If we assume
a periodic boundary condition in the transverse direction,
corresponding to a cylinder geometry instead of a ribbon, the
matrix D is replaced by

T =
W −1∑
i=1

|i〉〈i + 1| + |W 〉〈1| = D + |W 〉〈1|. (15)

The spectrum of H(k1, k3) is flat in the direction of k3 and
there are two completely flat bands,

E1,2(k1) = 1
2 [ηp + ηs ∓

√
56 + (ηp − ηs)2 − 8 cos k1],

E3 = E4 = ηp. (16)

According to our knowledge the Hamiltonian H(k1, k3) is
topologically trivial in all classifications. Nevertheless, we
find end states, evolving from the dispersive states |E1(k1)〉
and |E2(k1)〉, when the system is finite along the k1 direction.
The end states are localized on one end of the system and
they can be constructed analytically using the non-Bloch wave
ansatz described in Ref. [22] (see Appendix D). The charge
density of the end states has a decay length

ξ = 1

2 ln 3
, (17)

and the energies of the end states are given by

E1,2(−i ln 3) = 1

2

(
ηp + ηs ∓

√
128

3
+ (ηp − ηs)2

)
. (18)

Importantly, we obtain these end states with the same energies
E1(2) and localization length ξ for all values of k3 so that the
number of end modes is proportional to the width W of the
ribbon. The existence of the end modes depends on the lattice
termination, so that with the termination used in Appendix D
all of the end modes are localized at the right end of the
system.

The non-Bloch wave ansatz [22] tells us that there cannot
be end states evolving from the flat bands E3 and E4, because
the energies generically must be of the form En(q) with some
complex q, so that the flat bands cannot give rise to a state of
energy different than ηp. However, the flat bands can still lead
to a charge accumulation at the ends of the system due to the
Zak phase [20]. Typically, such a kind of quantum geometric
effect on the charge accumulation is small because the Zak
phase is only defined modulo 2π but we find that in our system
the accumulated charge scales with the width W of the ribbon
because of an additional symmetry of the system.

Namely, we can transform the ribbon Hamiltonian (14)
[and the cylinder Hamiltonian with periodic boundary con-
ditions (15)] as

H1D(k1) → U†H1D(k1)U , U = 1W ⊗ U, (19)

where

U =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 1
cos k1

2√
3−cos k1

1√
2

−i sin k1
2 e−i

k1
2√

3−cos k1
2

0

− cos k1
2√

3−cos k1

1√
2

i sin k1
2 e−i

k1
2√

3−cos k1
2

0

2i sin k1
2√

3−cos k1
0

− cos k1
2 e−i

k1
2√

3−cos k1
2

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (20)

leading to W identical 1 × 1 blocks,

B1 = E0(ηp), (21)
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FIG. 7. (a) Band structure of minimal model ribbon of width
W = 8 unit cells in the n3 direction. The flat bands have a degen-
eracy 16, whereas the highest and lowest dispersive bands E1,2(k1)
are sevenfold degenerate and the other dispersive bands E‖1,2(k1)
are nondegenerate. (b) LDOS of flat bands for a single zigzag
chain of length L = 100 unit cells as a function of position n1

with the accumulated charge quantized at both ends. (c) Accumu-
lated charge as a function of thickness W along the n3 direction.
We have used Vsc = −1.5535, Vpa = −1.1909, Vsc pa = 1.1517, Ef =
−1.330 27 (in meV) corresponding to HgS.

W − 1 identical 3 × 3 blocks,

B3 = E0

⎛
⎝ ηp

√
6 − 2 cos k1 0√

6 − 2 cos k1 ηs

√
8

0
√

8 ηp

⎞
⎠, (22)

and one 3 × 3 block,

B′
3 = E0

⎛
⎝ ηp

√
6 − 2 cos k1 0√

6 − 2 cos k1 ηs c
√

8
0 c

√
8 ηp

⎞
⎠,

where c = 0 (c = 1) for the ribbon (cylinder) geometry. A
schematic view of how the different states, represented by
the columns of matrix U , contribute to each block is shown
in Fig. 1(b). Each of the B3 blocks contains one flat band
with energy ηp and two bands with energies E1,2(k1) given
in Eq. (16). In the cylinder geometry with c = 1, block B′

3
is identical to B3, but in the ribbon geometry with c = 0
the block B′

3 contributes a flat band with energy ηp and two
dispersive bands with energies

E‖1,2(k1) = 1
2 [ηp + ηs ∓

√
24 + (ηp − ηs)2 − 8 cos k1].

(23)
The energy bands of a ribbon with c = 0 are shown in
Fig. 7(a). Every B3 block and B′

3 block with c = 1 contributes
two end states with energies E1,2(−i ln 3) if the system is
opened in the k1 direction, whereas B′

3 with c = 0 contributes
two end states with energies E‖1,2(−i ln 3).

Because of the block decomposition the accumulated
charge at the end of the ribbon, when it is opened in the k1

direction, is related to the sum of the Zak phases of the dif-
ferent blocks. From an explicit calculation, using the standard
prescription

γp = 1

i

∫ 2π

0
〈Ep(k)|∂k|Ep(k)〉 (24)

and the analytical form of the eigenvectors, we get that the
Zak phases of the flat bands from the blocks {B1, B3, B′

3} are

γ1 = π, γ3 = − π√
3
, γ ′

3 = −c
π√

3
. (25)

Thus, inspired by Ref. [20], we expect that the difference
of the left and right boundary charges due to the geometric
phases of the flat bands is

Q = 1

π
(W γ1 + [W − 1]γ3 + γ ′

3). (26)

Indeed, we numerically find that

Q =
{

1√
3

+ W
(
1 − 1√

3

)
, c = 0,

W
(
1 − 1√

3

)
, c = 1,

(27)

demonstrating that Eq. (26) correctly describes the accumu-
lated boundary charge, which increases proportionally to the
width W of the system [see Figs. 7(b) and 7(c)].

Note that the above considerations are valid also when we
set k1 = π as a starting point and consider a 2D system in the
k2-k3 plane leading to a 1D ribbon or cylinder Hamiltonian
H̃1D(k2) analogous to Eq. (14). Despite both Hamiltonians
being apparently quite different, we show in Appendix E that
they are related by a unitary transformation in the case of
cylinder geometry and differ only in block B′

3 in the case of
ribbon geometry. In the former case the end states and the
number of flat bands are the same as for H1D(k1) whereas in
the latter one the number of edge states (flat bands) is smaller
by two (larger by two) because of the difference between B′

3
blocks (see Appendix E).

IV. CONNECTION BETWEEN THE NONTOPOLOGICAL
EDGE STATES AND THE FLAT BANDS

IN THE MINIMAL MODEL

Next, we demonstrate that the nontopological edge states
indeed originate from the flat bands of the minimal model
by interpolating between the Hamiltonians and following the
evolution of the edge states.

We first notice that similar nontopological edge
states are obtained both in the full heterostructure of
CdTe10/HgS8/CdTe10 and in HgS8 [Figs. 8(a) and 8(b)].
Indeed, by interpolating between coupled x = 0 and
uncoupled x = 1 systems of HgS8 and CdTe10, as described
in Eq. (9), we find that the majority of the edge states at the
high-symmetry point k1 = π remains unchanged throughout
the evolution [Fig. 8(c)], despite the fact that the coupling
has a large impact on the bulk state energies. Moreover, by
studying the eigenvectors we conclude that the edge states
are located in the HgS system. Therefore, we conclude that
the CdTe barriers are not important for understanding the
additional edge modes.
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FIG. 8. (a), (b) Edge state spectra of CdTe10/HgS8/CdTe10 and
HgS8 of width W ′ = 300 unit cells in the n2 direction, respectively.
(c) Evolution of eigenenergies at k1 = π as a function of x interpolat-
ing between coupled (x = 0) and uncoupled (x = 1) systems of HgS8

and CdTe10 as described in Eq. (9). (d) Evolution of eigenenergies at
k1 = π from HgS8 (x′ = 0) to the minimal model (x′ = 1).

We can further trace back the origin of additional edge
states from the HgS8 system to the minimal model by inter-
polating the model parameters

�P(x′) = (1 − x′) �PHgS + x′ �Pmin (28)

between the HgS parameters

�PHgS = {
Vsa ,VscVpa ,Vpc ,Vssσ ,

×Vsa pcσ ,Vsc paσ ,Vppσ ,Vppπ , λa, λc, E f
}

(29)

and the minimal model parameters

�Pmin = {
Vsa ,Vsc ,Vpa ,Vpc , 0,Vsc paσ ,Vsa pcσ , 0, 0, 0, 0, E f

}
.

(30)
By following the evolution of the edge states of HgS (x′ = 0)
to the minimal model (x′ = 1) we find that the edge states are
indeed connected to the flat bands of the minimal model [see
Fig. 8(d)].

V. EFFECT OF EDGE POTENTIAL ON
THE NONTOPOLOGICAL EDGE STATES

We have argued that the additional edge states are not
topological. This suggests that it should be possible to remove
them from the energy gap between the valence and conduction
bands by applying an edge potential, for example, with the
help of a side gate. In Fig. 9 we show the edge state spectra of
CdTe10/HgS8/CdTe10 in the presence of an additional on-site
potential δ applied on the lattice sites at the right edge of
the system. By decreasing the value of δ we find that all
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FIG. 9. Edge state spectra of CdTe10/HgS8/CdTe10 of width
W ′ = 300 unit cells with an on-site potential δ applied on the lat-
tice sites at the right edge of the system. The values of the on-site
potential are (a) δ = −0.1 eV, (b) δ = −0.15 eV, (c) δ = −0.2 eV,
and (d) δ = −0.3 eV.

nontopological edge states can indeed be removed from the
bulk gap.

VI. CONCLUSIONS

We have shown that HgTe/CdTe, HgS/CdTe, and
InAs/GaSb heterostructures support additional edge states
which are sensitive to edge termination, and we have traced
the microscopic origin of these states back to a minimal model
supporting flat bands with a nontrivial quantum geometry that
gives rise to polarization charges at the edges. Moreover, we
expect that additional edge states appear each time the edge
cuts the s-p chains of the minimal model. Nontopological
edge states have been observed in quantum spin Hall insulator
candidate materials deteriorating the quality of the quantum
spin Hall effect. Importantly, our results suggest that these
states can be removed from the bulk energy gap by modifying
the edge potential, for example, with a side gate or chemical
doping.
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APPENDIX A: COMPUTATIONAL DETAILS OF
THE DENSITY-FUNCTIONAL CALCULATIONS

We performed electronic structure calculations by using
the VASP [23] package based on the plane-wave basis set
and projector augmented-wave method [24]. A plane-wave
energy cutoff of 250 eV has been used. We have performed the
calculations using a 8 × 8 × 8 k-point Monkhorst-Pack grid in
the presence of SOC with 512 k points and in the absence of
SOC with 176 k points in the independent Brillouin zone. For
the treatment of exchange correlation, the modified Becke-
Johnson exchange potential together with a local density
approximation for the correlation potential scheme [25,26]
have been considered. In particular, we have an improvement
in the band gap [27], and consequently an improvement in
the spin-orbit splitting close to the gap. Similar settings for
the DFT calculations were used to describe HgTe and InAs
[28,29].

After obtaining the Bloch wave functions ψn,k, the Wannier
functions [30,31] are built up using the WANNIER90 code [32].
To extract the low-energy properties of the electronic bands,
we have used the Slater-Koster interpolation scheme to obtain
a long-range tight-binding model with the Wannier function
method [32]. To obtain the first-neighbor tight-binding model,
we require the tight-binding model to fit the DFT band struc-
ture at the high-symmetry points , X , and L. Regarding
the spin orbit, we extracted the effective SOC of the anion
λa from the formula 3λa = E (8) − E (7), where 8 and
7 anion energy levels were obtained from first-principles
calculations [33], and the same was done for the cation λc.
Note that in Ref. [33] we used a different notation where 3λa

2 =
E (8) − E (7). Following this procedure, we obtained the
hopping parameters, the on-site energies, and the spin-orbit
constants. The experimental lattice constants, which coincide
with those used in our DFT calculation except for HgS, are
reported in Table II. For HgS we have used a larger lattice
constant a0 = 6.835 Å to obtain that the effective SOC is close
to zero.

We demonstrate why the effective spin-orbit λa is nega-
tive for the p state of S in HgS [36]. First, we consider a
Hamiltonian containing the Hg d states and anion p states
with the respective bare SOC defined λbare

Hg-d and λbare
a and we

diagonalize the Hamiltonian to calculate the effective spin

TABLE II. Experimental lattice constant at 8 K for HgTe and at
300 K for HgS, CdTe, at 0 K extrapolation for InAs, GaSb, and AlSb.
All the values are in Å.

HgTe HgS CdTe InAs GaSb AlSb
[34] [34] [34] [35] [35] [35]

a0 6.460 5.851 6.480 6.050 6.082 6.128

orbit λa ∝ E (8) − E (7) as a function of the bare param-
eters. We define the difference between the on-site energies
�ε1 = Vpa − Vdc > 0. We calculate the eigenvalues of the
Hamiltonian at the  point. In order to evaluate analytically
the effective SOC, we perform the Löwdin approximation
projecting on the anion subspace, obtaining

λa ≈ λbare
a −

H2
pxa,dyzcλ

bare
Hg-d(

�ε1 − 3
2λbare

Hg-d

)(
�ε1 + λbare

Hg-d

) , (A1)

where Hpxa,dyzc is the matrix element that connects the px-a
and dyz-c orbitals calculated at the  point. If we consider the
conditions |�ε1| � λbare

Hg-d , we obtain

λa ≈ λbare
a −

(
Hpxa,dyzc

�ε1

)2

λHg-dbare . (A2)

We can observe that the leading correction term to the bare
spin orbit is always negative. The validity of this formula is
restricted to the region close to the  point, however, that is the
interesting region for this class of compounds. This correction
to the bare SOC is present in the entire HgX (X = S, Se, Te)
family, however, it is quantitatively more relevant in HgS.

APPENDIX B: DANGLING BONDS IN
DENSITY-FUNCTIONAL CALCULATIONS

Here, we will show how to handle the dangling bonds using
density-functional theory in this material class. To do that, we
will consider the CdTe4/HgTe9/CdTe4 case that is the most
difficult to treat due to the large size of the constituent atoms.
Figure 10(a) shows the 2D QW with unsaturated dangling
bonds of the anion on top (Te terminated) and the cation on
the bottom (Cd terminated). The band structure of the unsat-
urated crystal structure is shown in Fig. 11(a). We observe a
metallic phase due to unsaturated edge states not related to
the topology. Due to the large size of Cd and Te atoms, the
saturation of the dangling bond with hydrogen atoms does not
yield a good effect. To overcome this the dangling bonds of
the anions are saturated with sodium atoms and cations are
saturated with iodine atoms, as shown in Fig. 10(b). When
we saturate the dangling bonds, we recover the band structure
of the topological insulator as shown in Fig. 11(b). The 2D
QW with these dangling bonds is an insulator by nature with
the band inverted at the  point if the thickness of HgTe is
sufficiently large. After considering the dangling bonds, the
tight-binding model gives a satisfactory description of the
electronic properties of the system. This saturation refers to
the (001) top and bottom surface of the heterostructure and is
expected to work similarly for other surfaces.

Additionally, the adatoms could aggregate [37]. Further
investigations are needed to establish the results for this case.
The necessity to use large unit cells, SOC, and an exchange
functional for strongly correlated electrons makes these cal-
culations for adatoms in HgTe quite challenging. Recent
results were performed for magnetic bulk impurities in HgTe
[33,38],
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FIG. 10. Crystal structure of the 2D QWs grown along the (001)
orientation with (a) unsaturated dangling bonds on the top and bot-
tom surface with stoichiometric concentration. (b) Dangling bond
saturated with I and Na on the anion and cation surfaces, respectively.

APPENDIX C: HETEROSTRUCTURES GROWN
IN THE (110) DIRECTION

In the main text we have studied heterostructures grown
along the direction of the lattice vector n3. This means that
the top and the bottom surfaces are perpendicular to the (001)
direction and the side surfaces (edges) are perpendicular to the

FIG. 11. Band structure of the 2D QWs with (a) unsaturated
dangling bonds on the top and bottom surface. (b) Dangling bond
saturated with I and Na on the anion and cation surface, respectively.
After saturation the DFT band structure resembles the tight-binding
Hamiltonian band structure.
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FIG. 12. Edge state spectra for heterostructures grown
in the (110) direction: (a) CdTe10/HgTe16/CdTe10 and
(b) CdTe10/HgS8/CdTe10. The widths are W ′ = 150 unit cells
in the n′

2 direction.

(111̄) and (11̄1) directions. However, another typical growth
direction of heterostructures is (110). Therefore in this Ap-
pendix we check how the results change when we consider
this growth direction instead of the one considered in the
main text. To address this issue we consider our tight-binding
model with the unit cell doubled along the n3 direction and the
new translation vectors being n′

1 = (1,−1, 0), n′
2 = (1, 1, 0),

and n′
3 = (0, 0, 2). The layers of the heterostructure are now

stacked along n′
1 given the top and bottom surfaces as perpen-

dicular to the (110) direction and the side surfaces or edges
perpendicular to the (001) and (11̄0) directions.

For these new heterostructures we again construct 2D
Hamiltonians H2D(k′

2, k′
3), as in Eq. (5), for which we consider

open-edge versions H1D(k′
3), as in Eq. (10), to verify the

presence of the additional edge states at the (11̄0) surface
of the system. As previously, we define W ′ as a width of the
1D ribbon described by H1D

k′
3

. As we can see from the spectra
shown in Fig. 12, we still find additional edge states in the
HgTe/CdTe and HgS/CdTe heterostructure. Additional edge
states of CdTe/HgTe/CdTe lie outside the band gap, whereas
for the CdTe/HgS/CdTe heterostructure they appear inside
the gap and there is an equal number of them on both edges,
in contrast to the cases discussed in the main text.

APPENDIX D: ANALYTICAL DERIVATION OF THE END
STATE ENERGIES AND WAVE FUNCTIONS

In this Appendix we calculate the eigenenergies and the
wave functions for the end states of the minimal model Hamil-
tonian (13), when the system has a finite length L along the k1

direction. By using the Fourier decomposition

H(k1, k3) = H0(k3) + eik1 H1(k3) + e−ik1 H†
1 (k3), (D1)

the Hamiltonian for the system can be written as

H1D(k3) = 1L ⊗ H0(k3) + D ⊗ H1(k3) + Dᵀ ⊗ H†
1 (k3),

(D2)
where D is the L × L matrix of the form (11). The eigenstates
|ψ〉 = ∑L

j=1 | j〉 ⊗ |φ j〉, where | j〉 is the basis state describing
the jth unit cell along the k1 direction and |φ j〉 is the spinor
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describing the state within the unit cell, must satisfy

H†
1 (k3)|φ j−1〉 + H0(k3)|φ j〉 + H1(k3)|φ j+1〉 = E |φ j〉, (D3)

for j = 2, 3, . . . , L − 1 and the boundary equations

H0(k3)|φ1〉 + H1(k3)|φ2〉 = E |φ1〉,
H†

1 (k3)|φL−1〉 + H0(k3)|φL〉 = E |φL〉. (D4)

We write an ansatz for the end states (n = 1, 2) as

|φn, j (q)〉 = Aqei jq|En(q)〉 + Bqe−i jq|En(−q)〉,
where the energies

E1(2)(q) = 1
2 [ηp + ηs ∓

√
56 + (ηp − ηs)2 − 8 cos q]. (D5)

and spinors |E1(2)(q)〉 are obtained from the dispersive bulk
states by replacing the momentum k1 with q. Therefore, the
ansatz automatically satisfies Eq. (D3). Importantly, here q is
an imaginary number so that the ansatz describes a state local-
ized at the end of the system. Note that |φn, j (q)〉 also contains
dependence on k3 which is however not essential here. Using
the boundary conditions we find in the thermodynamic limit
L → ∞ for both n = 1, 2 and any k3 that q = −i ln 3 so that
the charge density has a decay length

ξ = 1

2 log 3
. (D6)

All end states localized at the right end of the system, and their
energies are

E1(2)(−i ln 3) = 1

2

(
ηp + ηs ∓

√
128

3
+ (ηp − ηs)2

)
. (D7)

APPENDIX E: k1-k2 DUALITY OF THE MINIMAL MODEL

Consider the minimal model obtained as in Sec. III. Now,
instead of setting k2 = π we take k1 = π . The 2D bulk Hamil-
tonian of this system is

H̃2D(k2, k3) = H̃‖ + [eik3 H̃⊥(k2) + H.c.], (E1)

and its spectrum does not depend again on k3. The 1D Hamil-
tonian of the W unit cell wide cylinder (c = 1) is

H̃1D
c=1(k2) = 1W ⊗ H̃‖ + [T ⊗ H̃⊥(k2) + H.c.], (E2)

which we will compare to the previous case of the k2 = π

Hamiltonian,

H1D
c=1(k1) = 1W ⊗ H‖(k1) + (T ⊗ H⊥ + H.c.). (E3)

Here, T is defined by Eq. (15), H‖(k1) and H⊥ are defined in
Sec. III, and

H̃‖
E0

=

⎛
⎜⎜⎝

ηs −2 2 0
−2 ηp 0 0
2 0 ηp 0
0 0 0 ηp

⎞
⎟⎟⎠, (E4)

and

H̃⊥(k2)

E0
=

⎛
⎜⎜⎝

0 −e−ik2 + 1 −e−ik2 + 1 e−ik2 + 1
0 0 0 0
0 0 0 0
0 0 0 0

⎞
⎟⎟⎠.

(E5)

By a close inspection of the 1D chains described by the
Hamiltonians (E2) and (E3) we find a duality relation between
these two Hamiltonians given by

H1D
c=1(k1) = V†H̃1D

c=1(k2 = −k1)V, (E6)

where V is a unitary operator,

V =
{

P3P2P1GQ, W ∈ 2N + 1,

P3P2P1G, W ∈ 2N.
(E7)

Here, P1,2,3 are the site permutations,

P1 = 1W ⊗

⎛
⎜⎜⎝

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

⎞
⎟⎟⎠, (E8)

P2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 · · · 0 0 0 1 0
0 · · · 0 0 1 0 0
0 · · · 0 1 0 0 0
...

...
...

...
...

...
...

0 1 0 0 · · · 0 0
1 0 0 0 · · · 0 0
0 0 0 0 · · · 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (E9)

and

P3 = 1W ⊗

⎛
⎜⎜⎝

0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0

⎞
⎟⎟⎠. (E10)

Note that P1 and P3 only reshuffle sites inside the unit cell
consisting of four sites whereas the order of the unit cells
remains unchanged. On the other hand, the P2 operator reverts
the whole chain and shifts sites by one in a cyclic manner. The
remaining constituents of V are the alternating gauge matrix,

G =

⎛
⎜⎜⎜⎜⎝

1 0 0 0 · · ·
0 −1 0 0
0 0 1 0
0 0 0 −1
...

. . .

⎞
⎟⎟⎟⎟⎠ ⊗

⎛
⎜⎜⎝

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

⎞
⎟⎟⎠,

(E11)
and operator Q acting on the first unit cell,

Q =

⎛
⎜⎜⎜⎜⎝

1 0 0 · · · 0
0 0 0 · · · 0
0 0 0 · · · 0
...

...
...

...
...

0 0 0 · · · 0

⎞
⎟⎟⎟⎟⎠ ⊗

⎛
⎜⎜⎝

1 0 0 0
0 0 −1 0
0 −1 0 0
0 0 0 1

⎞
⎟⎟⎠

+

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 · · · 0
0 1 0 0 · · · 0
0 0 1 0 · · · 0
...

...
...

...
...

...

0 0 · · · 0 1 0
0 0 0 · · · 0 1

⎞
⎟⎟⎟⎟⎟⎟⎠

⊗ 14. (E12)

From Eq. (E6) and the results of Sec. III it follows that for a
cylindrical geometry along k3 the H̃1D

c=1(k2) Hamiltonian splits
into W identical 1 × 1 blocks,

B̃1 = E0(ηp), (E13)
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and another W identical 3 × 3 blocks,

B̃3 = E0

⎛
⎝ ηp

√
6 − 2 cos k2 0√

6 − 2 cos k2 ηs

√
8

0
√

8 ηp

⎞
⎠,

(E14)

under transformation W = V U . The same transformation W
used on a ribbon-geometry (c = 0) Hamiltonian

H̃1D
c=0(k2) = 1W ⊗ H̃‖ + [D ⊗ H̃⊥(k2) + H.c.], (E15)

with D defined by Eq. (11) gives almost the same block
structure with one of the 3 × 3 blocks substituted by

B̃′
3 = E0

⎛
⎝ηp 0 0

0 ηs

√
8

0
√

8 ηp

⎞
⎠. (E16)

Concluding, we have found that for cylindrical geometry the
Hamiltonians H1D

c=1(k1) and H̃1D
c=1(k2) have the same band

structures and the same end states. In the case of the ribbon
geometry H̃1D

c=0(k2) has two more (less) flat (dispersive) bands
compared to H1D

c=0(k1), following from the difference between
blocks B̃′

3 and B′
3. The number of end states in this case is

smaller by two because the B̃′
3 having no dispersion cannot

contribute any, unlike B′
3.
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Conclusions and perspectives

Summary of Main Results
The research expounded in this thesis is aimed at unraveling insights into the intri-
cate realm of topological and non-topological boundary states within SnTe nanowires
and quantum spin Hall candidates, including materials like HgTe, HgS, InAs, and
GaSb. Our principal findings can be succinctly summarized as follows:

• SnTe materials exhibit robust corner states and hinge states in the normal
state. The topological nature of these states is connected to the approximate
symmetries inherent in SnTe nanowires.

• Nontrivial crystalline insulator and higher-order topologies can manifest ei-
ther independently or jointly, as the higher-order topological invariant gov-
erning hinge states does not directly correlate with the topological crystalline
insulator invariant.

• For realistic nanowire thicknesses, our theoretical study demonstrates that
experimentally achievable Zeeman field strengths can lead to topological non-
trivial phases.

• We have made the significant discovery that superconducting SnTe nanowires
can host gapless bulk Majorana modes when inversion symmetry is present.
The introduction of an inversion-symmetry-breaking field leads to the gapping
of these bulk Majorana modes, and the nanowires would support topologically
protected Majorana zero modes localized at the ends of the wire.

• On the other hand, quantum spin Hall insulator candidate materials showcase
additional edge states that are influenced by the edge termination, an aspect
not yet explored in current literatures.

• The origin of these states can be traced back to a simple minimal model, which
serves as a fundamental unit for constructing these heterostructures. This
minimal model gives rise to flat bands characterized by nontrivial quantum
geometry, resulting in polarization charges at the edges. When these flat
bands interact with each other and other states, these polarization charges
transform into the additional edge states that appear within the complete
heterostructure.

• It has been determined that these supplementary edge states lack topological
significance. Consequently, the application of an edge potential holds the
potential to eliminate them from the energy gap.
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The results of this thesis may contribute to the solution of some of the most impor-
tant challenges in the field of topological materials:

• The analysis of the SnTe nanowires can guide the experiments probing corner
states and hinge states, and they can open up new opportunities for control-
ling and creating Majorana zero modes by manipulating inversion-symmetry-
breaking fields (e.g. via ferroelectricity).

• The analysis of non-topological edge states in quantum spin Hall insulators
can suggest ways to eliminate them from the energy gap, improving the quan-
tization of the edge conductance in the experiments.
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