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ABSTRACT 

Proteins are synthesized by macromolecular machines called ribosomes, which are found 

in cells across all species, from bacteria to humans. They perform various tasks necessary to 

support life. To carry out their functions, many proteins must first self-assemble into a specific 

configuration known as the native state. The process of a protein attaining its native state is 

termed protein folding. The folding of proteins in isolation has been extensively studied for over 

a half-century. However, within cells, proteins are translated by the ribosome based on 

information contained in an mRNA sequence and emerge through the exit tunnel to the cytosol 

after synthesis. Proteins can acquire tertiary structure at any stage: during their biosynthesis, as 

they are ejected through the ribosome’s exit tunnel, or posttranslationally – after their release 

from the ribosome.  Indeed, several computational and experimental studies have shown that 

proteins can start to fold while they are still being synthesized by the ribosome. This 

phenomenon, known as cotranslational folding, is mediated by the spatial constraints of the 

ribosomal exit tunnel as well as the interactions between the nascent chain and the ribosome 

surface. These factors can potentially impact the kinetics and pathways of protein folding. 

Therefore, gaining a comprehensive understanding of protein behavior during their early stages 

of existence is of utmost importance and remains a significant focus of ongoing research. 

This thesis contains three computational studies related to protein ejection and folding on 

the ribosome. The introduction to the ribosome and protein folding on the ribosome is 

summarized in Chapter 1. Chapter 2 describes the computational methods with a focus on the 

computational modeling and analyses used in the research presented in this dissertation.  

In Chapter 3, the ejection process of nascent protein out of the ribosome exit tunnel is 

described. This process has not been studied before as it is believed to be fast, show little 

variation between proteins, and have no biological significance. Using a combination of 

multiscale modeling, and ribosome profiling experimental data, we find a greater than 1000-fold 

variation in ejection times. Nascent proteins enriched in negatively charged residues near their C-

terminus eject the fastest, while nascent proteins enriched in positively charged residues tend to 

eject much more slowly. More work is required to pull slowly ejecting proteins out of the exit 
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tunnel than quickly ejecting proteins, according to all-atom steered molecular dynamics 

simulations. An energetic decomposition reveals that the slow ejection is due to the strong 

attractive electrostatic interactions between the nascent chain and the negatively charged 

ribosomal-RNA lining the exit tunnel, while the quick ejection of proteins is due to their 

repulsive electrostatic interactions with the exit tunnel. Ribosome profiling data from Escherichia 

coli reveals that the presence of slowly ejecting sequences correlates with ribosomes spending 

more time at stop codons. This indicates that the ejection process might delay ribosome recycling 

and could influence the cotranslational behavior of proteins. 

Chapter 4 presents the results of the all-atom simulations of hydrophobic interactions in 

the presence and absence of the ribosome. Interactions between the ribosome and nascent protein 

can destabilize folded domains in the ribosome exit tunnel’s vestibule, the last 3 nm of the exit 

tunnel where tertiary folding can occur. Here, we test if the contribution to this destabilization is 

the weakening of the hydrophobic association, which is the driving force for protein folding. The 

potential-of-mean force between two methane molecules along the center line of the ribosome 

exit tunnel and in bulk solution was calculated. The results indicate that the associated methanes 

are half as stable in the ribosome’s vestibule as compared to bulk solution, demonstrating that the 

hydrophobic effect is weakened by the presence of the ribosome. We demonstrate that the 

weakening of the hydrophobic effect is due to the increased ordering of water molecules in the 

presence of the ribosome. These findings mean that nascent proteins pass through a ribosome 

vestibule environment that can destabilize folded structures. This, in turn, can potentially impact 

cotranslational protein folding pathways, as well as their energetics and kinetics. 

In Chapter 5, the influence of protein synthesis and posttranslational folding on protein 

folding efficiency is described and compared to the folding from denatured states in bulk 

solution. To make this comparison, coarse-grained molecular dynamics simulations were 

performed for dihydrofolate reductase (DHFR), type III chloramphenicol acetyltransferase 

(CAT-III), and D-alanine–D-alanine ligase B (DDLB) proteins. The results indicate that the 

influence of ribosomes on folding efficiency depends on the protein size and complexity. For 

small, simple folds (DHFR), the ribosome facilitates efficient folding by preventing misfolding. 

However, for larger, more complex proteins (CAT-III and DDLB), the ribosome may not 
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promote folding and may contribute to intermediate misfolds during translation. Additionally, it 

was found that the folding efficiency correlates with the presence of tertiary structural elements 

known as entanglements in the native structure. 

Finally, Chapter 6 summarizes the conclusions that can be drawn from this work and 

directions for future research. 
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Streszczenie 

 

Białka są syntetyzowane przez wielkocząsteczkowe maszyny zwane rybosomami, które 

znajdują się w komórkach wszystkich gatunków, od bakterii po ludzi. Wykonują one różne 

zadania niezbędne do podtrzymania życia, ale aby pełnić swoje funkcje, wiele białek musi 

najpierw samo przybrać specyficzną strukturę znaną jako stan natywny, a proces osiągania go 

nazywany jest zwijaniem białek. Zwijanie izolowanych białek jest badane od ponad pół wieku, 

jednak w komórkach białka są tłumaczone przez rybosom na podstawie informacji zawartych w 

sekwencji mRNA i po syntezie wychodzą przez tunel wyjściowy do cytozolu. Białka mogą 

uzyskać strukturę trzeciorzędową na dowolnym etapie: podczas ich biosyntezy, gdy są uwalniane 

przez tunel wyjściowy rybosomu lub potranslacyjnie - po ich uwolnieniu z rybosomu. Różne 

badania obliczeniowe i eksperymentalne wykazały, że białka mogą zacząć się zwijać, gdy są 

nadal syntetyzowane przez rybosom. W zjawisku tym, znanym jako kotranslacyjne zwijanie, 

pośredniczą ograniczenia przestrzenne rybosomalnego tunelu wyjściowego, a także 

oddziaływania między powstającym łańcuchem a powierzchnią rybosomu. Czynniki te mogą 

potencjalnie wpływać na kinetykę i ścieżki zwijania białek, dlatego też tak ważne jest 

zrozumienie zachowania białek na wczesnych etapach ich istnienia. 

Praca doktorska zawiera trzy projekty obliczeniowe opisujące zwijanie białek w 

rybosomie. Opis rybosomu i procesu zwijania białek w rybosomie jest podsumowany w 

rozdziale 1., z kolei rozdział 2. opisuje metody obliczeniowe, skupiając się na modelowaniu 

molekularnym i analizach używanych w badaniach przedstawionych w tej dysertacji. W 

rozdziale 3. opisano proces uwalniania powstającego białka z tunelu wyjściowego rybosomu. 

Ten proces nie był wcześniej badany, ponieważ uważano, że jest szybki, wykazuje jedynie 

niewielkie zmiany między białkami i nie ma znaczenia biologicznego. Wykorzystując 

kombinację modelowania wieloskalowego i analizy profilowania rybosomów, znaleźliśmy 

ponad 1000-krotną różnicę w czasach uwalniania białek z rybosomu. Powstające białka 

wzbogacone w reszty o ładunku ujemnym w pobliżu ich C-końca są uwalniane najszybciej, 

podczas gdy białka wzbogacone w reszty o ładunku dodatnim mają tendencję do znacznie 
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wolniejszego uwalniania z rybosomu. Pełnoatomowe symulacje sterowanej dynamiki 

molekularnej wykazały, że wymagane jest włożenie wyższej pracy, aby wyciągnąć białka powoli 

uwalniane z tunelu wyjściowego niż te uwalniane szybko. Natomiast dekompozycja członów 

energii ujawniła, że powolne uwalnianie spowodowane jest silnymi przyciągającymi 

oddziaływaniami elektrostatycznymi pomiędzy powstającym łańcuchem a ujemnie 

naładowanym kanałem rybosomu z związanym RNA, podczas gdy szybkie uwalnianie białek 

spowodowane jest ich odpychającymi oddziaływaniami elektrostatycznymi z tunelem 

wyjściowym. Dane z profilowania rybosomów z Escherichia coli pokazują, że obecność 

sekwencji białek, które są uwalniane powoli koreluje z dłuższym czasem spędzanym przez 

rybosomy na kodonach stop, co wskazuje, że proces uwalniania może opóźniać recykling 

rybosomu. 

Rozdział 4. przedstawia wyniki symulacji pełnoatomowych dotyczących oddziaływań 

hydrofobowych w przypadku obecności rybosomu oraz jego braku (w roztworze). Badania 

wykazały, że oddziaływania między rybosomem a powstającym białkiem w przedsionku tunelu 

wyjściowego rybosomu (ostatnie 3 nm tunelu wyjściowego, gdzie może nastąpić zwijanie 

struktur trzeciorzędowych) mogą destabilizować powstające domeny. Za pomocą obliczeń 

potencjału średniej siły pomiędzy dwoma cząstkami metanu wzdłuż linii środkowej tunelu 

wyjściowego rybosomu i w roztworze prawdziliśmy, czy do tej destabilizacji przyczynia się 

osłabienie asocjacji hydrofobowej, która jest siłą napędową zwijania białek. Wyniki wskazują, że 

związane cząsteczki metanu są dwa razy mniej stabilne w przedsionku rybosomu w porównaniu 

z warunkami w roztworze, co dowodzi, że efekt hydrofobowy jest osłabiony przez obecność 

rybosomu. Dodatkowo stwierdziliśmy, że osłabienie efektu hydrofobowego wynika z większego 

uporządkowania cząsteczek wody w obecności rybosomu. Te odkrycia oznaczają, że powstające 

białka przechodzą przez środowisko przedsionka rybosomu, które może destabilizować 

zwijające się struktury, a to z kolei może potencjalnie wpływać na ścieżki zwijania białek 

kotranslacyjnych, a także na ich energetykę i kinetykę. 

W Rozdziale 5. opisano i porównano wpływ syntezy białek i zwijania posttranslacyjnego 

na efektywność zwijania ze stanów zdenaturowanych w stosunku do zwijania w roztworze. 

Gruboziarniste symulacje dynamiki molekularnej zostały użyte do porównania, jak reduktaza 
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dihydrofolianowa (DHFR), acetylotransferaza chloramfenikolowa typu III (CAT-III) i ligasa B 

D-alaniny–D-alaniny zwijają się podczas i po syntezie na rybosomie, w porównaniu do zwijania 

ze stanu rozwiniętego w roztworze. Wyniki wskazują, że wpływ rybosomów na efektywność 

zwijania białek zależy od ich wielkości i złożoności. Dla małych, prostych struktur(DHFR), 

rybosom ułatwia efektywne zwijanie, zapobiegając nieprawidłowemu zwijaniu, jednak dla 

większych, bardziej złożonych białek (CAT-III i DDLB), rybosom może nie sprzyjać zwijaniu i 

może przyczyniać się do powstawania nieprawidłowo zwiniętych struktur podczas translacji. 

Dodatkowo stwierdzono, że efektywność zwijania koreluje z zaplątaniem obecnym w strukturze 

natywnej. 

Rozdział 6. podsumowuje wnioski z mojej pracy i kierunki przyszłych badań. 
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Chapter 1. INTRODUCTION 

1.1 PROTEIN AND THE FOLDING PROBLEM 

After billions of years of evolution, proteins have emerged as the most complex structures 

known to science. These remarkable macromolecules are comprised of only twenty canonical 

amino acids, each with distinct chemical properties. The canonical amino acids are further 

categorized into several groups based on the chemical characteristics of their side chains. These 

groups include positively charged amino acids (Arg, Lys, and His), negatively charged amino 

acids (Asp, Glu), uncharged polar amino acids (Asn, Gln, Ser, Thr, and Tyr), and nonpolar 

amino acids (Ala, Gly, Val, Leu, Ile, Pro, Phe, Met, Trp, and Cys). A polypeptide chain is 

Figure 1.1: Four distinct levels of protein structure organization. a) Primary structure is a sequence of 

amino acids from N- to C-terminus. b) Secondary structure (two most common types of secondary 

structure: α-helix and β-strand are presented). c) Tertiary structure. d) Quaternary structure is formed by 

the complex of two monomers (blue and red). Panels c and d are generated from PDB ID: 1YTA. 
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formed by the covalent bond (peptide bond) between amino acids. The order of amino 

acids within the chain determines the structure of the protein1 and ultimately dictates its function. 

Proteins exhibit four levels of structural organization. The primary structure refers to the 

linear sequence of amino acids in a polypeptide chain from the N-terminus to the C-terminus 

(Figure 1.1a). The secondary structure of a protein is characterized by the local spatial 

arrangement of the polypeptide chain, which is stabilized by hydrogen bonds in the peptide 

backbone. The most common types of secondary structures are α-helix and β-strand (Figure 

1.1b). The three-dimensional arrangement of a single polypeptide chain, as dictated by the 

interactions between its side chains, is referred to as the tertiary structure (Figure 1.1c). When a 

protein is composed of multiple polypeptide chains, the complete structure is designated as the 

quaternary structure (Figure 1.1d). 

Proteins serve various functions in supporting life, including as building blocks for 

tissues and catalytic and signaling agents. To carry out their functions, many proteins must self-

assemble into specific structures (known as native states), and misfolding can lead to disruptive 

diseases2–4. Protein folding, the process by which proteins attain their native state, has been 

extensively studied for over half a century. How do proteins fold? A famous thought experiment 

proposed in 1969 by Cyrus Levinthal5 is that if the folding is the process of sampling all possible 

configurations, then for a simple protein of 100 amino acids where each can have three 

configurations, there would be a total of 3100 states to sample. Suppose the time to sample each 

configuration is about 10-15 s (timescale of bond rotation). In that case, it will take about 1025 

years to sample all possible configurations, which is much longer than the universe’s age 

(approximately 13 billion years). However, in reality, such small proteins can fold rapidly within 

microseconds6. This puzzle is known as the “Levinthal paradox”. Nowadays, it is widely 

accepted that the protein folding kinetics can be described by the funnel theory proposed by 

Wolynes, Onuchic, and Dill7,8. According to the funnel picture7,8, this process involves a 

downhill conformational search toward the native state, which has the global free energy 

minimum. The folding process is complex5,9 and may expose the misfold10. Proteins that fail to 

fold into their native state are either aggregated or tagged for degradation. Since Anfinsen’s 

experiment about 60 years ago11, it has been observed that ribonuclease can spontaneously self-

assemble into its native structure. This observation has been replicated with many other proteins 

as well. As a result, it is widely accepted that thermodynamics determines the native 
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conformation of a protein, and the native state of a protein is determined by its amino 

acid sequence1. However, efficient reversible folding and unfolding in solution is generally 

observed only for small proteins (up to 100 amino acids12), such as single-domain proteins, while 

multidomain proteins (account for 30–40% in prokaryotic and up to 75% in eukaryotic cells13) 

tend to misfold and form insoluble aggregates14,15 (these larger proteins usually require external 

factors to fold). Fortunately, life has evolved various mechanisms to assist proteins fold16. In 

vivo, the folding process is assisted by other proteins or molecular machinery such as 

chaperones17–19, and the ribosome20–23. The function of a protein depends on its structure, which 

is determined by its folding. Therefore, understanding the protein folding process is crucial and 

remains a significant area of research in biophysics and biochemistry. 

 

1.2 HYDROPHOBIC EFFECT – THE DRIVING FORCE FOR PROTEIN FOLDING 

The hydrophobic effect is a phenomenon that describes the tendency of nonpolar 

molecules to aggregate in a water solution. An example of this is that oil and water do not mix. 

Water is a unique solvent because of its polar nature. It boils at 373 K and freezes at 273 K; these 

temperatures are higher than other molecules with similar molecular weight. This suggests there 

are some strong bonding networks among water molecules. In fact, a water molecule has a 

partial negative charge on the oxygen atom and a partial positive charge on the hydrogen atoms. 

The polarization feature of water molecules allows them to form hydrogen bonds with other 

molecules with opposite charges, such as the oxygen atoms of other water molecules. Strong 

hydrogen network dominants the solvent properties of water. 

On the other hand, a hydrophobic molecule cannot form hydrogen bonds with water 

because it has no charge or polarity. When a hydrophobic molecule is transferred into a water 

solvent, it disrupts the hydrogen-bonding network of water molecules. To minimize this 

disruption, water molecules form a cage-like structure around the hydrophobic molecule, 

isolating it from the rest of the solution. This process reduces the entropy of the water molecules 

at the interface region. However, it is favorable in terms of the system’s free energy because it 

preserves the number of hydrogen bonds in the solution. When two or more hydrophobic 

molecules are present in water, they tend to aggregate together. This is because of clustering, 
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they reduce the surface area exposed to water and thus decrease the number of water 

molecules that need to form cages around them (release some freeze water molecules at the 

solvation shell to bulk). This increases the entropy of the water molecules in the solution and 

lowers the system’s free energy. Therefore, hydrophobic aggregation is thermodynamically 

driven by entropy rather than enthalpy. The hydrophobic effect is considered the primary driving 

force for the folding of globular proteins. It results in the burial of the hydrophobic residues in 

the core of the protein (minimizing the loss of hydrogen bonds) and the hydrophilic residues at 

the surface (which can form hydrogen bonds with water). The hydrophobic effect also reduces 

the entropy loss of water molecules that would otherwise form ordered cages around the 

nonpolar groups. 

The hydrophobic effect is not the only force involved in protein folding24, as other 

interactions, such as hydrogen bonds, electrostatic interactions, disulfide bonds, and metal 

coordination, also play important roles. However, the hydrophobic effect is considered the 

dominant factor (contributes around 60% of protein stability25,26) that guides protein folding and 

provides thermodynamic stability to proteins. 

 

1.3 RIBOSOME 

Ribosomes were first discovered by George E. Palade in 1955 using an electron 

microscope, for which he shared the Nobel Prize in Physiology and Medicine in 1974. The 

detailed structure and mechanism of ribosomes were later revealed by the experimental work of 

Venkatraman Ramakrishnan, Thomas Steitz, and Ada Yonath, who jointly won the Nobel Prize 

in Chemistry in 2009. For the story behind the discovery of the ribosome’s structure and how 

science happens, I recommend that readers check out the book “Gene Machine: The Race to 

Decipher the Secrets of the Ribosome” by Venkatraman Ramakrishnan. We know ribosomes are 

complex and essential molecular machines in all cells responsible for protein synthesis from 

messenger RNA molecules. They comprise ribosomal RNA (rRNA) and more than 50 different 

ribosomal proteins. They function to translate the genetic code in messenger RNA (mRNA) into 

a specific order of amino acids, which then form functional proteins. Ribosome ensures that the 

sequences are built in the correct order.  
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Figure 1.2: The bacterial ribosome (70S, PDB ID: 4v9d27) consists of two subunits: the small subunit 

(SSU, 30S) and the large subunit (LSU, 50S). The SSU and LSU comprise ribosomal RNA (rRNA) and 

ribosomal proteins. The rRNA and proteins of the SSU are colored in cyan and ice-blue, respectively, 

while those of the LSU are colored in silver and red, respectively. 

 

Ribosomes consist of two subunits (Figure 1.2): a large subunit (LSU) and a small 

subunit (SSU). Each subunit contains one or more rRNA molecules and many ribosomal proteins 

(Table 1.1). These subunits work together: the small subunit provides a framework for tRNA, 

binds to mRNA, and decodes the genetic code it carries, while the large subunit catalyzes the 

formation of peptide bonds between the amino acids in the growing polypeptide chain. The 

peptide bond formation is catalyzed by the peptidyl-transferase center (PTC), and the emerging 

nascent proteins exit the ribosome through the exit tunnel located in the LSU. The size and 

composition of ribosomes differ between different organisms28. Bacteria and other prokaryotes 

have smaller ribosomes called 70S ribosomes, which comprise a small subunit (30S) and a large 

subunit (50S). Animals and other eukaryotes have larger ribosomes called 80S ribosomes, which 
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consist of a small subunit (40S) and a large subunit (60S). The Archaeal ribosomes are 

similar to the bacteria ribosome in general dimensions (70S ribosome). 

 

Table 1.1: Comparison of bacterial and eukaryotic ribosomes. 

Organism Ribosome Subunit 

Component 

Ribosomal RNAs Number of ribosomal proteins 

Bacteria 
70S 

(weight: ~ 2.5 MDa) 

50S 23S and 5S 31 

30S 16S 21 

Eukaryote 
80S 

(weight: ~ 4.2 MDa) 

60S 28S, 5.8S and 5S 49 

40S 18S 33 

 

Understanding how ribosomes work is crucial for elucidating the molecular mechanisms 

of gene expression, protein folding, cellular regulation, and evolution. Moreover, ribosomes are 

essential targets for many antibiotics that inhibit bacterial protein synthesis and treat 

infections29,30. 
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1.4 RIBOSOME EXIT TUNNEL 

 

Figure 1.3: Geometry and the electric potential of ribosome exit tunnel in prokaryotic and eukaryotic. 

Figure adapted from Liutkute et al.31  

 

The ribosome exit tunnel is located in the large subunit of the ribosome and spans from 

the peptidyl transferase center (PTC) to the outer ribosome surface. The shape of the exit tunnel 

is about 100 Å – 120 Å in length (depending on where the open end is defined) and varies 

between 10 and 20 Å in diameter32–34, providing a confined space where the nascent chain begins 

to fold. Residues lining the exit tunnel are highly conserved in the zone proximal to the PTC35. 

The exit tunnel is not straight, it is bent and has a constriction site at ~30 Å from PTC in 

prokaryotic cells and an additional constriction site formed by ribosomal protein uL4 in the 

eukaryotic ribosome (Figure 1.3). The final 20 Å of the tunnel is known as the vestibule and is 

wider than the rest of the tunnel. The vestibule region of the bacterial tunnel is wider than the 

eukaryotic tunnel, composed of ribosomal proteins uL23 and uL24 in bacteria and an additional 

ribosomal protein eL39 in eukaryotes35. The exit tunnel can accumulate a segment of ~30 amino 

acids in an extended conformation and a domain with the size of about 60 amino acids in the 

helix conformation19,22,36.  
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The ribosome exit tunnel is primarily composed of RNA (23S in bacteria and 

28S in eukaryotes), a highly charged density biomolecule, creating a distinct electrostatic 

environment37. On average, the tunnel exhibits a more negative charge and is quite 

heterogeneous than the cellular matrix37. The geometry and composition of the tunnel potentially 

impact the translation dynamics38,39 and protein folding40–43. Notably, the electrostatic nature of 

the exit tunnel allows it to interact with various protein sequences, leading to stalled translation, 

such as those seen with tnaC and SecM sequences44–46. Translation can only resume if sufficient 

force is applied to dislodge these sequences47,48. This phenomenon has been utilized in vitro to 

track the location of protein folding on the ribosome42,49. As proteins fold, they generate an 

entropic force transmitted back to the PTC site via the protein backbone50. In addition, Lucent et 

al. utilized molecular dynamics simulations and demonstrated that the ribosome exit tunnel 

exhibits increased ordering and reduces the rotational entropy of water51. This makes the exit 

tunnel to be a unique environment, and the chemical heterogeneity of the exit tunnel is vital to 

regulate downstream processes such as the protein elongation52, potentially impacting the 

translation39,53, and regulating the early event of protein folding such as protein ejection and 

cotranslational folding.  

 

1.5 PROTEIN FOLDING ON THE RIBOSOME 

Proteins can acquire tertiary structure at any stage: during their biosynthesis, as they are 

ejected through the ribosome’s exit tunnel, or posttranslationally – after their release from the 

ribosome. Cotranslational folding, the concomitant acquisition of stable tertiary structure by 

nascent protein segments during protein synthesis, occurs both in vitro and in vivo. This process 

is critical in ensuring proteins’ proper folding and function in cells. During translation, the 

nascent protein first passes through a tunnel within the large ribosomal subunit before emerging 

at the solvent side. Indeed, many proteins fold cotranslationally54–61 as they begin to emerge from 

the exit tunnel and acquire tertiary structure before their synthesis is complete. 

It is important to note that the rate of protein synthesis is typically slower than the folding 

of small-domain proteins, with small single-domain globular proteins able to fold spontaneously 

within microseconds to hours6. In bacteria, for example, the rate of protein synthesis is 
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approximately 15-20 amino acids per second62, taking roughly 5 seconds to synthesize a 

small single protein domain of 100 residues. Cotranslational folding may be even more critical in 

eukaryotes20, where the translation rate is slower, ranging from 3-4 amino acids per second62, 

and the average size of proteins is larger, with the median protein length in eukaryotic cells being 

361 residues63. While small proteins may have sufficient time to adopt preferred conformations 

or even fold to the native state in the ribosome exit tunnel or surface during synthesis49, larger 

proteins may not attain their stable native conformation cotranslationally. However, they can still 

achieve some collapsed states and only fold posttranslationally once they have left the 

tunnel21,64–67. It has been estimated that one-third of E. coli proteins fold cotranslationally68.  

The interactions between ribosomes and nascent proteins can perturb the folding process 

in terms of proteins’ folding kinetics and self-assembly pathways. Recent experimental findings 

have highlighted the importance of protein synthesis and cotranslational folding, indicating that 

one-third of E. coli proteins cannot refold in bulk solution after being completely unfolded by 

denaturants69. This suggests that cotranslational folding is critical to their ability to reach their 

native state70. 

Overall, the ribosome is not only responsible for protein synthesis but also plays an 

essential role in protein folding. Cotranslational folding represents a vital aspect of the intricate 

and tightly regulated process by which cells produce functional proteins. This process has 

evolved as a means for the cell to maintain proteostasis by mitigating the risk of misfolding and 

aggregation. Therefore, understanding the mechanisms and dynamics of cotranslational folding, 

which involves protein folding under the influence of ribosomes, is essential for gaining insights 

into the folding and function of proteins and developing new strategies to prevent misfolding 

protein diseases. 

 

1.5.1 Some proteins fold in the exit tunnel 

The ribosomal exit tunnel plays a crucial role in the folding of proteins during their 

biosynthesis40,71. This narrow channel extends from the peptidyl transferase center (PTC) of the 

ribosome to its outer surface, with a width that ranges from 10 Å at the constriction site to 20 Å 

in the vestibule. The exit tunnel restricts the ability of proteins to self-interact and form tertiary 
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structures. However, it has been found that a simple structure motif like α-helix is 

allowed to form in the upper tunnel.  

Computational studies using a simple cylinder geometry to model the ribosomal exit 

tunnel have shown that a small helix can form in the upper region of the tunnel, approximately 

20-30 Å from the PTC, and is stabilized entropically by the ribosome72. This conclusion is 

supported by other studies that visualize nascent proteins using cryo-EM, showing that α-helices 

can form in both the upper and lower regions of the tunnel42,73. Furthermore, fluorescence 

resonance energy transfer (FRET) studies have shown that transmembrane segments can also 

form α-helices within the exit tunnel in the proximity of the PTC74. 

Recent studies have shown that the ribosomal exit tunnel can also support the folding of 

larger domains at the vestibule region, located approximately 80 Å away from the PTC at the end 

of the tunnel. This region is wider than the rest of the tunnel, with a diameter of about 20 Å, 

allowing many domains to fold. Computational simulations have predicted that an 80-residue 

protein domain can fold in the ribosome vestibule36, and subsequent studies using arrested 

peptide essays combined with molecular dynamics simulations have verified that an entire 

ADR1a Zinc-Finger domain can fold into a native structure deep inside the exit tunnel42. 

Similarly, the SecM arrest peptide has been used as a force sensor to probe the cotranslational 

folding of nine small protein domains (<70 residues) of various topologies, including α-helices 

or β-sheets. The study has shown that these domains can fold in the first 80 Å of the exit tunnel, 

indicating that these protein domains initiate folding while still inside the exit tunnel49.  

Larger or multi-domain proteins can only begin to fold once they have left the exit 

tunnel64–67. It is because the space available to the nascent protein abruptly expands once the 

protein reaches the ribosome’s surface. For example, the N-terminal domain of HemK can form 

a compact, intermediate state deep inside the tunnel, but the native fold is attained only upon 

leaving the ribosome75. 

 

1.5.2 Ribosome destabilizes folded domains 

Nascent proteins can acquire secondary and some limited tertiary structures before 

emerging from the ribosome exit tunnel42,49,76,77. These early structures might be essential 



 

 

11 

elements in forming the native state. Several experiments have indicated that the 

folded domains in the presence of ribosomes are less stable than those without ribosomes. For 

example, Samelson et al. employed pulse proteolysis to determine the thermodynamic stability 

of DHFR, RNase H, and Barnase proteins tethered to the ribosome at various linker lengths and 

compare them to the stability of the isolated protein78. They found that the ribosome destabilizes 

the compact form of proteins, resulting in a destabilizing effect of up to 2 kcal/mol on the 

polypeptide chain. This destabilization decreases as the distance from the peptidyl transferase 

center increases. Another study used a single-molecule optical tweezer to investigate the folding 

of a five-domain elongation factor G (EF-G) protein. The results showed that domain III of EF-G 

still unfolded even though it had emerged from the ribosome exit tunnel79.  

Thus, the ribosome may contribute an extra layer to regulate the protein folding process 

by preventing the formation of partially folded states until the protein has fully emerged from the 

ribosome.  

 

1.5.3 The folding kinetics of proteins are slower on the ribosome 

In terms of kinetics, laser optical tweezer experiments measure the folding rate of protein 

bound to ribosome showing that protein folds slower on the ribosome at various linker lengths 

compared to folding in bulk solution. A pioneer work by Kaiser et al. used single-molecule 

experiments on an arrested ribosome have revealed that due to the interaction with the ribosome 

surface, T4-lysozyme’s folding rate is significantly slower near the ribosome surface, even after 

it has emerged from the ribosome exit tunnel, as compared to when it folds in free solution. By 

extending the linker length between protein and PTC, the folding rate approaches its bulk 

value80. Increasing the salt concentration increases the protein folding rate on stalled ribosomes. 

However, they did not observe that salt concentration affects the folding rate of free T4 

lysozyme, suggesting that the electrostatic interactions between the nascent protein and the 

negatively charged ribosome surface are responsible for this deceleration in the folding rate80. 

Also, using an optical tweezer, Liu et al. showed that the ribosome modulates the apparent 

folding rate of elongation factor G81. The authors found that in the ribosome-nascent chain 

complex, there is an optimal value of linker length at which the apparent folding rate equals 
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folding in bulk solution. Below this value, the disordered nascent polypeptide interacts 

with the ribosome, effectively slowing its folding rate. At lengths beyond this optimal length, 

additional emerged portions of the neighbor domain become available to interact with the G-

domain and also disfavor folding.  

Ribosomes can also delay the formation of cotranslational intermediates at the emerging 

N-terminus of the multidomain calcium-binding protein, disfavor the formation of misfolded 

intermediates, and increase the rate of their unfolding to maintain a folding-competent nascent 

polypeptide82. Delaying the compaction of nascent chains could ensure that folding into stable 

conformations does not occur before the entire sequence is fully accessible, thus promoting the 

correct folding of the nascent protein. 

 

1.5.4 Folding pathways of proteins on and off the ribosome 

Interactions between the ribosome and the protein complicate the protein folding 

problem. This suggests that ribosomes actively anticipate the protein folding process. 

Consequently, whether protein pathways are conserved on and off the ribosome is unclear. The 

main question remains: to what extent does the ribosome help proteins fold? As mentioned 

above, the ribosome can destabilize nascent protein folds and delay folding until the entire 

domain is exposed; thus, ribosomes can alter protein folding pathways. Various studies showed 

that ribosomes assist proteins in folding efficiently. For example, O’Brien et al. utilized a coarse-

grained model to simulate the cotranslational folding of protein G on an arrested ribosome. They 

found that the dominant folding pathways changed on the ribosome and that the number of 

unique pathways decreased by 28% on the ribosome36. Tanaka et al. used coarse-grained 

molecular simulation to study the role of the ribosome in guiding SufI multi-domain protein 

folding, finding that folding on the ribosome is more efficient than refolding83. Dabrowski-

Tumanski et al. computationally studied a deeply knotted protein and found that the ribosome 

plays a crucial role in knot formation84.  

On the other hand, several other studies found that the folding pathways on and off the 

ribosome are robust. For example, structure-based models in combination with an arrest-peptide 

assay and cryo-EM experiments indicate that the folding of titin I27 is conserved on and off 
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ribosome76. Similarly, experiments and molecular simulations of src SH3 show that its 

folding pathways are the same on and off ribosome85. Given the relative paucity of experimental 

and computational data on the differences between folding on and off the ribosome for large 

proteins, we believe the influence of the ribosome on protein folding mechanisms remains an 

open question. 

1.6 THESIS OBJECTIVES 

The main goal of this thesis is to investigate the influences of ribosomes on proteins at 

their early stages of existence. This thesis contributes to understanding the interaction between 

the ribosome and the nascent protein in several ways. We performed a multiscale study of how 

the electrostatic interactions affect the protein ejection from the ribosome after the protein 

synthesis, which has not been explored before. Understanding the molecular mechanisms that 

weaken the hydrophobic interaction, a driving force for protein folding, in the ribosomal 

vestibule. This explains the experimental observation that the folded domain is less stable and 

the folding kinetic is slower on the ribosome than the bulk solution. To explore the role of 

protein synthesis and posttranslational folding on protein folding and compare it to folding in 

bulk. Finally, the main findings of this work are summarized, and some unresolved questions and 

directions for future research are highlighted. 
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Chapter 2. COMPUTATIONAL BACKGROUND 

2.1 MOLECULAR DYNAMICS SIMULATION 

Molecular dynamics (MD) simulation is a powerful computational tool to study the 

behavior of the interacting system over time. Depending on the research question and the 

available computational resources, different models (levels of detail) can characterize the system 

of interest and their environment. In MD simulations, forces are calculated at every step to 

integrate the equations of motion, allowing us to observe the system’s evolution over time. By 

recording the positions and velocities of the system, we obtain the phase space, which allows us 

to calculate physical properties. By simulating the motion and interactions of individual particles, 

MD allows scientists to investigate the properties of systems at the atomic and molecular scale, 

including the behavior of biological molecules such as proteins and nucleic acids. MD has 

become an essential tool in many fields, including chemistry, physics, materials science, and 

biophysics, and has played a crucial role in advancing our understanding of the behavior of 

matter at the atomic level. MD provides an interface between the theory and experiment and 

sometimes is a so-called in-silico experiment.  

The primary justification of the MD method is based on the ergodicity hypothesis: 

ensemble averages are equal to the time averages of the system taken over a long time interval 

(eq. (2.1)). To my knowledge, this assumption has not been proven yet. Hence, by performing 

MD simulation for a sufficiently long timescale, any physical properties of the system can be 

obtained via the time average from the simulated trajectory, and we can conclude the ensemble 

properties. 

〈𝐴〉𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 = 〈𝐴〉𝑡𝑖𝑚𝑒 = lim
𝑇→∞

1

𝑇
∫ 𝐴(𝑡)𝑑𝑡
𝑇

0

 (2.1) 

In eq. (2.1), notations 〈𝐴〉𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒, 〈𝐴〉𝑡𝑖𝑚𝑒 are an ensemble and time average, 𝐴 is any 

macroscopic quantity of the system. 

To perform MD simulations, we need software to numerically solve the equations of 

motion and a force field that defines how particles in the system interact. For the former 
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component, it is pretty convenient nowadays that many software packages have been 

designed to perform these tasks efficiently, including open-source (free software) and 

commercial software, such as GROMACS86, AMBER87, CHARMM88, and OpenMM89, etc. As 

for the latter component, the force field is a set of parameters and equations that define how 

particles interact, including the strengths and types of interactions such as bonds, angles, 

torsions, non-bonded interactions (van der Waals forces, and electrostatic interactions), and 

possibly other terms. The choice of force field depends on the desired model resolution. Two 

popular models used in the biophysics community are coarse-grained and all-atom models 

(Figure 2.1). These models have been extensively used in this dissertation to study various 

problems on the ribosome. Coarse-grained models simplify the molecular structure by grouping 

several atoms into larger units called beads and have an effective mass, charge, and other 

properties represented for a group of atoms. Coarse-grained models reduce the degrees of 

freedom and allow longer time scales and larger system sizes to be simulated90. However, they 

also lose some information about atomic details. All-atom models explicitly represent every 

atom in the system, with realistic masses, charges, and interaction potentials. All-atom models 

accurately describe the molecular structure and dynamics and can capture subtle effects such as 

hydrogen bonding or atomic conformational changes. However, they also require more 

computational power and memory and limit the time scales and system sizes that can be 

simulated. Both coarse-grained and all-atom models have advantages and disadvantages 

depending on the application. Therefore, choosing an appropriate model that balances accuracy 

and efficiency for a given problem is essential. Sometimes, hybrid models that combine coarse-

grained and all-atom representations can also be used to achieve a multiscale simulation91. In the 

following sections, these models will be briefly described.  
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Figure 2.1: (a) An all-atom model and (b) Cα coarse-grained model of Dihydrofolate reductase (DHFR) 

proteins. 

2.2 ALL-ATOM MODELING 

The all-atom model explicitly represents the atomic nuclei, including solvent and ions 

(Figure 2.1a), and employs an empirical potential energy function, commonly known as a “force 

field” to model the system. Many different all-atom force fields have been developed to study 

biomolecules, and the most commonly used included AMBER92–98, CHARMM99–103, 

GROMOS104,105, OPLS106, etc. Different force fields may have different levels of accuracy and 

applicability depending on the system being studied. Some force fields are specifically designed 

for specific molecules or materials, while others aim for broader coverage.  In this dissertation, 

we used AMBER99SB107 to model the ribosome and protein. 

The functional form of AMBER99SB force field: 
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𝐸 = ∑ 𝑘𝑏(𝑟 − 𝑟0)
2 +

bonds

∑ 𝑘𝜃(𝜃 − 𝜃0)
2 +∑𝑉𝑛[1 + 𝑐𝑜𝑠(𝑛𝜔 − 𝛾𝑛)]

3

𝑛=1angles

+∑ ∑ [
𝐴𝑖𝑗

𝑟𝑖𝑗
12 −

𝐵𝑖𝑗

𝑟𝑖𝑗
6 ]

𝑁

𝑗=𝑖+1

+
𝑞𝑖𝑞𝑗

4𝜋𝜀0𝑟𝑖𝑗

𝑁−1

𝑖=1

 

(2.2) 

The first two terms of the eq. (2.2) describe the bonded potential between two and three particles, 

which are modeled using harmonic functions with force constants 𝑘𝑏 , 𝑘𝜃 and equilibrium values 

of 𝑟0, 𝜃0, respectively. The third term represents the dihedral potential between four points, 

where 𝑉𝑛 is the dihedral force constant, 𝑛 is dihedral periodicity and 𝛾𝑛 is a phase of the dihedral 

angle. The final term describes the non-bonded potentials, including the van der Waals 

interaction represented by the Lennard-Jones 6-12 function and the electrostatic interactions 

modeled by Coulombic interactions. 

 

2.3 COARSE-GRAINED MODELING 

A coarse-grained model is a simplified representation of a complex system that aims to 

capture its essential features while discarding irrelevant details90 (Figure 2.1b). The idea behind 

coarse-graining is to reduce the degrees of freedom in a system by grouping atoms or molecules 

into larger units, such as beads or segments. This simplification allows for computationally 

feasible simulations and can provide insight into the system’s behavior over longer timescales 

than an all-atom simulation. 

Coarse-grained models are typically parameterized to reproduce experimental data or 

data from more detailed simulations. They can study a wide range of phenomena, such as protein 

folding108,109, membrane structure110, and phase separation of biomolecules111–114, etc. While 

coarse-grained models are inherently less accurate than more detailed models, they can provide a 

valuable and efficient tool for understanding complex systems and designing new materials with 

desired properties. 
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In our structural-based coarse-grained model, each residue is represented by 

one interaction site centered on the Cα atom115–117. The potential energy for a given configuration 

of the Cα coarse-grained model is calculated using the following equation: 

𝐸 = ∑ 𝑘b(𝑟𝑖 − 𝑟0)
2

𝑖

+∑ −
1

𝛾
ln {exp[−𝛾(𝑘α(𝜃𝑖 − 𝜃α)

2 + 𝜀α)] + exp [−𝛾𝑘β(𝜃𝑖 − 𝜃β)
2
]}

𝑖

+∑ ∑ 𝑘D𝑗(1 + cos[𝑗𝜑𝑖 − 𝛿𝑗])
4

𝑗𝑖
+∑

𝑞𝑖𝑞𝑗𝑒
2

4𝜋𝜀0𝜀r𝑟𝑖𝑗𝑖𝑗
exp [−

𝑟𝑖𝑗

𝑙D
]

+ ∑ 𝜖𝑖𝑗
NC [13 (

𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− 18(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

10

+ 4(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

]

𝑖𝑗 ∈ {NC}

+ ∑ 𝜖𝑖𝑗
NN [13 (

𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− 18(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

10

+ 4(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

]

𝑖𝑗∉{NC}

 

(2.3) 

 

The equation (2.3) presented here describes the summation of potential energy 

contributions from various interactions. These include the contributions from Cα – Cα bonds, 

bond angles, dihedral angles, electrostatic interactions, Lennard-Jones-like native interactions, 

and repulsive non-native interactions. Specifically, the bond potential between two adjacent 

interaction sites is modeled by a harmonic potential with a bond force constant 𝑘𝑏 = 50
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙×Å2
, 

an equilibrium bond length 𝑟0 of 3.81 Å, and a pseudo bond length 𝑟𝑖 for the 𝑖th bond. The angle 

potential is modeled by a double-well potential, which describes bond angles associated with 

both α-helix and β-sheet conformations118. Constants of the double-well angle potential include 

𝛾 = 0.1
mol

kcal
, 𝑘𝛼 = 106.4

kcal

mol×rad2
, 𝜃𝛼 = 1.6 rad, 𝜀𝛼 = 4.3

kcal

mol
, 𝑘β = 26.3

kcal

mol×rad2
, 𝜃β =

2.27 rad. 𝑘𝐷𝑗  and 𝛿𝑗 are the dihedral force constant and the phase at periodicity 𝑗, respectively. 

𝜑𝑖 is the 𝑖th pseudo dihedral angle. Electrostatics are treated using the Debye-Hückel theory with 

a Debye length 𝑙𝐷 of 10 Å and a dielectric constant of 78.5. Lysine and arginine Cα sites are 

assigned 𝑞 = +𝑒, glutamic acid and aspartic acid are assigned 𝑞 = −𝑒, and all other interaction 

sites are uncharged119. The contribution from native interactions is computed using the 12-10-6 
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potential of Karanicolas and Brooks120, with the depth of the energy minimum for a 

native contact 𝜖𝑖𝑗
NC = 𝑛𝑖𝑗𝜖HB + 𝜂𝜖𝑖𝑗, where 𝜖HB and 𝜖𝑖𝑗  represent energetic contributions arising 

from hydrogen bonding and van der Waals contacts between residues 𝑖 and 𝑗 identified from the 

crystal structure of the protein, respectively. 𝑛𝑖𝑗 is the number of hydrogen bonds formed 

between residues 𝑖 and 𝑗 and 𝜖HB = 0.75
kcal

mol
. The value of 𝜖𝑖𝑗   is set based on the Betancourt-

Thirumalai pairwise potential121, while the scaling factor η is determined for each protein based 

on a previously published training set122 to reproduce realistic protein stabilities for different 

structural classes. Collision diameters 𝜎𝑖𝑗 between Cα interaction sites involved in native 

contacts are set equal to the distance between the Cα of the corresponding residues in the crystal 

structure divided by 2
1

6. For non-native interactions (last term), 𝜀𝑖𝑗
NN = 1.32 ×  10−4

kcal

mol
, and 𝜎𝑖𝑗 

is set to the average of the radii of the residues involved120. NC and NN stand for native contact 

and non-native contact respectively. 

 

2.4 ALL-ATOM MODELING OF 50S E. COLI RIBOSOME 

The large subunit of the ribosome is a complex structure consisting of several 

megadaltons of RNA and protein. Due to the computational cost and time required for an all-

atom simulation of the entire subunit, we focused on simulating the structure around the 

ribosome exit tunnel (red region in Figure 2.2), which is the primary focus of this thesis. This 

approach involves cropping the subunit to reduce computational cost while preserving the 

physical properties of the ribosome exit tunnel. 

To achieve this, we aligned the 50S subunit of the E. coli ribosome (PDB ID: 3R8T) with 

the long axis of the exit tunnel, which is defined as the vector between peptidyl transferase center 

(atom N6 of nucleotide A2602, blue sphere in Figure 2.2) and the Cβ atom of Ala50 in ribosomal 

protein L24, which protrude to the open end of the tunnel, along the x-axis of the simulation 

coordinate system. Subsequently, we cropped the ribosome to form a rectangular box (white 

color in Figure 2.2) around the exit tunnel such that the minimum distance along the y- and z-

axis between the tunnel wall and the removed part is about 3 nm.  
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Figure 2.2: Surface representation of the large subunit (the 50S) of the E. coli ribosome and the 

simulated region containing the exit tunnel. The large subunit of the E. coli ribosome (PDB ID: 3R8T) is 

shown in gray, with the simulated region inside the black rectangle. The exit tunnel (red) is where nascent 

proteins are transported, and the peptidyl transferase center (PTC) site is highlighted as a blue sphere.  

2.5 COARSE-GRAINED MODELING OF 50S E. COLI RIBOSOME 

The structure of the 50S ribosome contained in PDB ID: 3R8T was reduced to a cutout of 

the exit tunnel and surface near the exit tunnel opening (Figure 2.3). The entire 50S structure was 

initially subjected to coarse-graining, utilizing a three/four-point RNA model and the protein's 

Cα model. In this model, nucleotides containing pyrimidines and purines were represented by 3 

and 4 interaction sites119, respectively. These interaction sites were characterized by a negative 

charge of 𝑞 = −1𝑒 located at the phosphate position, one at the centroid of the ribose ring, and 

one at the centroid of each conjugated ring in the base. The origin of the simulation coordinate 

system (0, 0, 0) is placed at the position of the N6 atom of A2602, and the positive x-axis points 

from this origin towards the exit tunnel opening. The positive x-axis, therefore, lies along the 

long axis of the ribosome exit tunnel. Only ribosome interaction sites within 30 Å of the nascent 

chain or with an x-coordinate greater than 60 Å were retained for computational efficiency. 
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Additionally, residues with an x-coordinate greater than 60 Å but with zero 

solvent accessible surface area were removed, utilizing the COOR SURF functionality of 

CHARMM with RPROBE = 1.8 Å. This probe size was selected to be smaller than the smallest 

nascent chain interaction site, thereby removing only those ribosome sites that cannot interact 

with the nascent chain. Furthermore, an 18-residue loop of ribosomal protein L24, extending 

over the exit tunnel opening (blue color in Figure 2.3), was allowed to fluctuate in the model, and 

the rest of the truncated ribosomal atoms were made rigid. 

 

 

Figure 2.3: A truncated coarse-grained representation of the ribosome exit tunnel and surface used in all 

synthesis and ejection simulations (viewed from the side and top-down perspectives). The model was 

superimposed onto the entire 50S ribosome subunit (PDB ID: 3R8T) in gray. Ribosomal RNA, ribosomal 

proteins (excluding L24), and the L24 protein are colored yellow, red, and blue, respectively. 

 

2.6 STEERED MOLECULAR DYNAMICS SIMULATION 

Steered molecular dynamics simulation (SMD), first proposed by Grubmuller and 

coworkers123, is a powerful technique in computational biophysics that allows us to study how 

biomolecules respond to external forces. SMD mimics single-molecule force spectroscopy 

experiments, such as atomic force microscopy124 (AFM), laser optical tweezers125, and magnetic 

tweezers126. SMD can reveal necessary information about processes such as protein 

unfolding127,128, ligand binding123, and conformational changes127. 
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In SMD simulations, an external force is applied to a dummy atom along the 

pulling direction. The dummy atom is attached to a part of the system of interest (usually called 

the ‘SMD atom’) by a virtual spring with a constant 𝑘. There are two popular methods of SMD 

simulation: applying a constant external force or applying an external force to pull the dummy 

atom at a constant velocity 𝑣⃗. 

In constant force SMD simulations, a constant external force is applied to a specific atom 

or region of interest within the biomolecular system. The applied force can be achieved by 

directly applying a force to the atom or employing a virtual spring. As the constant force is 

applied, the system responds by undergoing conformational changes, stretching, or unfolding.  

 

 

Figure 2.4: (Left) Schematic of SMD simulations of pulling protein from the ribosome exit 

tunnel. (Right) Force-displacement profile from SMD simulations. 

 

Constant velocity SMD simulations, on the other hand, involve applying a force to a 

dummy atom that is connected to the region of interest. The applied force drags the dummy atom 

moving with a constant speed along the pulling direction. The force experienced by the system 

between the dummy atom and the SMD atom is measured by: 

𝐹⃗ = −∇𝑈 

𝑈 =
1

2
𝑘[𝑣𝑡 − (𝑟 − 𝑟0⃗⃗⃗⃗ )𝑛⃗⃗]

2 

(2.4) 
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where, 𝑘, 𝑣, 𝑡, 𝑟, 𝑟0⃗⃗⃗⃗  and 𝑛⃗⃗ are spring constant, pulling velocity, time, the actual position 

of the SMD atom, the initial position of the SMD atom, and the pulling direction. 

 By recording the position and force experienced by the SMD atom over time, we can 

obtain valuable data, such as force-displacement profiles or force-time profiles, that can be used 

to characterize the mechanical stability of the system. From these profiles, we can obtain 

quantitative information about the response of the biomolecule to the applied force, including the 

strength of interatomic interactions indicated by the rupture forces (the maximum force in the 

force-displacement/time profile) and the work applied to the system by the external force129. The 

pulling work can be calculated from the force-displacement profile as follows: 

 

𝑊𝑝𝑢𝑙𝑙 = ∫𝐹𝑑𝑥 = ∑ (
𝐹𝑖 + 𝐹𝑖+1

2
) × (𝑥𝑖+1 − 𝑥𝑖)

𝑁−1

𝑖=0

 (2.5) 

Here, 𝑁 is the number of frames, 𝐹𝑖 and 𝑥𝑖 refer to the pulling force and position of the SMD 

atom at frame 𝑖. 

These techniques have proven to be powerful tools for studying the mechanical stability, 

unfolding pathways, and the response of biomolecules under controlled external forces, aiding in 

designing novel therapeutic strategies and elucidating fundamental biological processes. 

 

2.7 UMBRELLA SAMPLING SIMULATION 

Umbrella sampling is a method used to calculate the potential of mean force along the 

predefined reaction coordinate 𝜉. The umbrella sampling method was introduced by Torrie and 

Valleau in 1977 to improve sampling efficiency130 and become a widely adapted method for 

enhanced sampling in biomolecular research. The primary goal of umbrella sampling is to 

overcome the limitations of conventional molecular dynamics simulations, which often limit 

simulation time and struggle to explore rare events due to the high energy barriers.  

The general concept of umbrella sampling involves dividing the reaction coordinate into 

small regions or windows (Figure 2.5a). Then each window is simulated independently (Figure 
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2.5b), with an additional bias potential applied to ensure that the system adequately 

samples that particular region.  

 

 

Figure 2.5: Schematic of umbrella sampling to calculate the potential of mean force along the reaction 

coordinate. (a) The reaction coordinate is divided into small regions, and (b) each region is sampled 

independently. 

 

The most commonly used bias potential is the harmonic potential due to its simplicity: 

𝜔𝑖(ξ) =
1

2
𝑘(ξ − 𝜉𝑖

𝑟𝑒𝑓
)2 (2.6) 

Here, 𝑘 is the force constant of the bias potential and 𝜉𝑖
𝑟𝑒𝑓

 is the reference center of window 𝑖. 

Through a series of simulations performed across the various windows, umbrella sampling 

generates an ensemble of configurations statistically representative of the entire reaction 

coordinate. By analyzing the resulting data from multiple windows using advanced statistical 

techniques, i.e., WHAM131,132 (Weighted Histogram Analysis Method) or UI133 (umbrella 

integration), one can reconstruct the free energy profile or potential of mean force along the 

reaction coordinate. 
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2.8 ENTROPY-ENTHALPY DECOMPOSITION 

To calculate the entropy contribution to the free energy at temperature 𝑇, we performed 

two more sets of umbrella sampling to obtain the free energy at temperatures 𝑇 + 𝛥𝑇 and 𝑇 −

𝛥𝑇 and then utilized the finite difference temperature134 of the free energy at each inter solute 

separation 𝑟: 

−𝑇𝛥𝑆(𝑟) = 𝑇
𝛥𝐺(𝑟, 𝑇 + 𝛥𝑇) − 𝛥𝐺(𝑟, 𝑇 − 𝛥𝑇)

2𝛥𝑇
 (2.7) 

The enthalpy component is: 

𝛥𝐻(𝑟, 𝑇) = 𝛥𝐺(𝑟, 𝑇) + 𝑇𝛥𝑆(𝑟) (2.8) 

 

2.9 CALCULATION OF WATER TETRAHEDRAL ORDER PARAMETERS 

The tetrahedral orientational (𝑞) and translational (𝑆𝑘) order parameters135–137 were used 

to estimate the structural ordering of water. 

The orientational order parameter measures how far the directions of the surrounding four 

nearest neighbors are from a tetrahedral arrangement. Here, we used the rescaled equation 

suggested by Errington and Debenedetti136 : 

𝑞 = 1 −
3

8
∑ ∑ (cos𝜓𝑗𝑘 +

1

3
)
24

𝑘=𝑗+1

3

𝑗=1

 (2.9) 

The rescaled version of 𝑞 is defined in a way such that if the molecules are in a random 

arrangement, then the six angles associated with the center molecules are independent, thus 

〈𝑞〉 = 0. In the case of a perfect tetrahedral network, cos𝜓𝑗𝑘 = −
1

3
 , then 〈𝑞〉 = 1. 

The translational order parameter 𝑆𝑘: 

𝑆𝑘 = 1 −
1

3
∑

(𝑟𝑘 − 𝑟̅)
2

4𝑟̅2

4

𝑘=1

 
(2.10) 
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𝑆𝑘 measures the variance of the radial distances between central water oxygen and the 

four nearest neighbors’ water oxygen, 𝑟𝑘 is the radial distance from the central oxygen atom to 

the 𝑘th peripheral oxygen atom and 𝑟̅ is the mean value of four radial distances. 𝑆𝑘 increases 

when the local tetrahedral order increases and reaches a maximum value of 1 for a perfect 

tetrahedron arrangement. 

 

2.10 CALCULATION OF FRACTION OF NATIVE CONTACTS, 𝑄. 

Two residues are considered to form a native contact if their Cα atoms are less than 8 Å 

apart in the crystal structure. To account for thermal fluctuations in contact distances during 

simulation, a flexibility parameter ∆= 1.2 was used: a native contact between two residues is 

classified to be formed in a current frame of the simulated trajectory if their distance is shorter 

than 1.2 times the distance in the crystal structure. Only contacts between pair of residues 𝑖 and 𝑗 

both within secondary structural elements as identified by STRIDE138 and satisfy the criterion 

|𝑖 − 𝑗| > 3, where 𝑖 and 𝑗 are the residue indices, were considered. Any secondary segment that 

is shorter than 4 residues was excluded from the analysis. 

 

2.11 ESTIMATING THE FOLDING TIME OF SLOW-FOLDING PROTEINS WITH A LARGE 

PROPORTION OF UNFOLDED TRAJECTORIES  

Usually, the folding time of protein will be reported as the median folding time. 

However, when the portion of folded trajectories is less than 50 % of total trajectories, it is not 

possible to estimate the folding time as the median first passage time. Therefore, we consider the 

three-state folding kinetics with parallel pathways. State A folds rapidly to the native state N at 

the rate 𝑘1, and state B folds slowly to the native state with a much smaller rate 𝑘2 (𝑘1 ≫ 𝑘2), 

and there is no interconversion between A and B. We have a set of ordinary differential 

equations respecting the rate of changing portion of states A and B: 
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{

𝑑[𝐴]

𝑑𝑡
= −𝑘1[𝐴]

𝑑[𝐵]

𝑑𝑡
= −𝑘2[𝐵]

 (2.11) 

where [A] and [B] are the portion of non-native states A and B. The portion (survival 

probability) of non-native states at time t: 𝑆U(𝑡) = [𝐴](𝑡) + [𝐵](𝑡) = 𝑐1 exp(−𝑘1𝑡) +

𝑐2 exp(−𝑘2𝑡), where 𝑐1, 𝑐2 are arbitrary constants. The initial condition that at time 𝑡 = 0, the 

survival probability of non-native state = 1, we have 𝑆𝑈(𝑡 = 0) = 𝑐1 + 𝑐2 = 1, this yields: 𝑐2 =

1 − 𝑐1. 

Hence, we computed the survival probability of the unfolded state as a function of time from 

simulations, and the resulting time series were then fit to the double-exponential equation: 

𝑆U(𝑡) = 𝑐1 exp(−𝑘1𝑡) + (1 − 𝑐1) exp(−𝑘2𝑡) (2.12) 

𝑐1, 𝑘1, 𝑘2 are fitting parameters. The time constants of the two kinetic phases: 𝜏1 =
1

𝑘1
, 𝜏2 =

1

 𝑘2
 

with the larger of these two times determining the overall timescale of the folding process, 𝜏2 ≫

𝜏1. To estimate the uncertainty of the folding time when fitting to double-exponential folding 

kinetics, we apply bootstrap resampling by randomly selecting trajectories from the list of 

simulations. 

 

2.12 DEFINITION OF THE PROGRESS VARIABLE 𝜍 USED TO MONITOR THE SEQUENCE 

OF PAIRS OF NATIVE SECONDARY STRUCTURE ELEMENTS FORMED DURING 

THE FOLDING PROCESS  

Protein folding occurs hierarchically, with secondary structural elements first forming 

individually, then cooperatively coalescing into the tertiary structure. Hence, we characterize 

protein folding process as the temporal sequence of the formation of stable pairs of native 

secondary structural elements. To account for the significant variation in folding times among 

different trajectories, we monitored the folding process as a function of a progressive variable139, 

𝜍, defined as: 
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 𝜍 = 〈
𝑡pair,𝑖

𝑡fold,𝑖 
〉 (2.13) 

Where: < ⋯ > indicates the average over all folded trajectories, and 𝑡pair,𝑖 and 𝑡fold,𝑖 are the 

folding time of the pair and the whole protein folding time of folded trajectory 𝑖. With this 

definition, we have 0 ≤  𝜍 ≤  1, with 𝜍 = 0 meaning that the pair under study folds at the start 

of the simulation, and 𝜍 = 1 indicates the pair folds as the last step in the folding process.  To 

determine the sequence of pairs of the secondary structure formation, we consider a pair between 

two secondary structure elements with more than one native contact. A pair is considered folded 

if its fraction of native contacts is larger than the threshold determined from native simulations.  

 

2.13 IDENTIFYING ENTANGLEMENT AND THE CHANGES IN ENTANGLEMENT  

Entanglement is defined by the presence of two structural components (Figure 2.6a): a 

loop formed by a protein backbone segment closed by a non-covalent native contact and another 

protein segment threaded through and around this loop, sometimes multiple times. We used the 

numerically invariant linking numbers140,141 to identify lasso-like entanglements, which describe 

the linking between a closed loop and an open segment in three-dimensional space (Figure 2.6). 

 

 

Figure 2.6: Visualizing lasso-entanglement. (a) An illustration of two geometric elements that 

compose an entanglement: the closed loop is colored in red, and the threading segment is in blue. (b) A 

misfolded entangled state from the protein D-alanine – D-alanine Ligase B (DDLB) with the closed loop 

and crossing section of the threading segment colored in red and blue, respectively. 
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For a given structure of an 𝑁-residue protein, with a native contact present at residues 

(𝑖, 𝑗), the coordinates 𝑹𝑙 and the gradient d𝑹𝑙 of the point 𝑙 on the curves were first calculated 

as: 

{
𝑹𝑙 =

1

2
(𝒓𝑙 + 𝒓𝑙+1)

𝑑𝑹𝑙 = 𝒓𝑙+1 − 𝒓𝑙    
 (2.14) 

where 𝒓𝑙 is the coordinates of the Cα atom in residue 𝑙. The linking numbers between N-tail, 

𝑔N(𝑖, 𝑗), and C-tail, 𝑔C(𝑖, 𝑗) and the closed loop that is closed by native contact between residues 

𝑖 and 𝑗 was calculated as: 

{
 
 

 
 
𝑔N(𝑖, 𝑗) =

1

4𝜋
∑∑

𝑹𝑚 − 𝑹𝑛
|𝑹𝑚 − 𝑹𝑛|3

∙ (d𝑹𝑚 × d𝑹𝑛)

𝑗−1

𝑛=𝑖

𝑖−5

𝑚=6

   

𝑔C(𝑖, 𝑗) =
1

4𝜋
∑ ∑

𝑹𝑚 − 𝑹𝑛
|𝑹𝑚 − 𝑹𝑛|3

∙ (d𝑹𝑚 × d𝑹𝑛)

𝑁−6

𝑛=𝑗+4

𝑗−1

𝑚=𝑖

 (2.15) 

The total linking number for a native contact (𝑖, 𝑗) is estimated as: 

𝑔(𝑖, 𝑗) = round[𝑔𝑁(𝑖, 𝑗)] + round[𝑔𝐶(𝑖, 𝑗)] (2.16) 

Comparing the absolute value of the total linking number for a native contact (𝑖, 𝑗) to that of a 

reference state allows us to detect a gain or loss of linking between the backbone trace loop and 

the terminal open curves and any switches in chirality142. 

The degree of entanglement G is defined as the fraction of native contacts change entanglement 

and is time-dependent: 

𝐺(𝑡) =
1

𝑀
∑Θ[(𝑖, 𝑗) ∈ 𝑁𝐶 ⋂𝑔(𝑖, 𝑗, 𝑡) ≠ 𝑔native(𝑖, 𝑗)]

(𝑖,𝑗)

 (2.17) 

where (𝑖, 𝑗) is the native contact in the crystal structure; NC is the set of native contacts formed 

in the current structure at time 𝑡; 𝑔(𝑖, 𝑗, 𝑡) and 𝑔native(𝑖, 𝑗) are, respectively, the total linking 

number of the contact (𝑖, 𝑗) at time 𝑡, and native structures estimated using eq. (2.16). M is the 
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total number of native contacts in the native structure, and Θ is a Heaviside step 

function, which equals 1 if the condition is true and 0 if the condition is false. 

The difference between 𝑔(𝑖, 𝑗, 𝑡) and 𝐺(𝑡) is that  𝑔(𝑖, 𝑗, 𝑡) characterized the 

entanglement in a given structure of the contact (𝑖, 𝑗) at time t, while 𝐺(𝑡) provided information 

about the total number of contacts that changed the entanglement at time 𝑡. 
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Chapter 3. ELECTROSTATIC INTERACTIONS GOVERN 

EXTREME NASCENT PROTEIN EJECTION TIMES FROM RIBOSOMES 

AND CAN DELAY RIBOSOME RECYCLING 

3.1 INTRODUCTION 

Ribosome synthesizes protein vectorially from the N-terminus to the C-terminus along 

the mRNA template. After reaching the stop codon in mRNA, the covalent bond between the 

nascent protein and tRNA breaks, and the nascent protein ejects from the ribosome exit tunnel. 

However, the ejection process has not been experimentally characterized. This is likely due to 

the belief that the process is rapid, shows slight variation between proteins, and has no biological 

significance. Furthermore, the complex nature of the ribosome and the rapid timescales 

associated with nascent chain ejection pose significant challenges to sample preparation and 

experimental measurement. Recent molecular dynamics simulations study proposed that the 

physicochemical properties of the exit tunnel can regulate the nascent protein exit and ion 

flux143.  

 

 

Figure 3.1: Coarse-grained simulations of nascent protein synthesis and ejection. Coarse-grained 

simulations begin with the elongation phase, during which the protein (blue) is synthesized on the 

ribosome (rRNA and ribosomal protein of ribosome are colored yellow and red, respectively). Once the 

full-length protein is synthesized, ejection occurs. Ejection is complete once the C-terminal residue is 

about 100 Å from the ribosome’s peptidyl transferase center (PTC). 
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In this study, we aimed to investigate the ejection times of proteins from the 

ribosome exit tunnel (middle panel in Figure 3.1). To accomplish this, we utilized simulations of 

122 full-length E. coli proteins using a coarse-grained model of the ribosome nascent chain 

complex (see section 2.3). These proteins were chosen to represent the size and structural class 

distributions of the E. coli cytosolic proteome. Each protein was subjected to 50 independent 

simulations, and the ejection time was measured as the duration from breaking the bond between 

the C-terminal residue and P-site tRNA to the point at which it reached the end of the exit tunnel. 

Our findings revealed that the ejection times of nascent proteins ranged 242-fold, meaning some 

proteins eject very slowly. 

Furthermore, the proteins at the extremes of this distribution had markedly different 

electrostatic characteristics in their last 30 residues located in the exit tunnel. Specifically, 

proteins with many positive charges in their C-terminus ejected much more slowly than those 

with negative charges in the same region. Therefore, we hypothesized that electrostatic 

properties of the nascent protein C-terminal segment are responsible for extremely fast or slow 

ejection times. 

To test this hypothesis, we performed simulations with the removal of negative or 

positive charges of amino acids in the last 30 residues for fast or slow-ejecting proteins, 

respectively. Our results indicated that removing negative charges from fast ejectors slowed the 

ejection process by 5-98%, while removing positive charges from slow ejecting proteins sped up 

the ejection time by 48-99%. These results support the hypothesis that electrostatic interactions 

are the primary factor governing proteins’ extremely fast or slow ejection times. 
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Figure 3.2: All-atom steered molecular dynamics simulation of pulling of a nascent protein (yellow) 

from the ribosome exit tunnel (cyan). 

 

Coarse-grained models allow larger systems to be simulated over longer timescales than 

all-atom models but neglect atomic details that may impact results. However, with existing 

computational facilities, conventional unrestrained all-atom molecular dynamics simulations 

cannot simulate the complete ejection process of nascent proteins from the ribosome. To test the 

robustness of conclusions from coarse-grained models, we conducted constant velocity steered 

molecular dynamics simulations, in which an external force was applied to the N-terminus of the 

protein to pull it from the ribosome exit tunnel. The last 30 C-terminal residues of each coarse-

grained trajectory were back-mapped to all-atom resolution and subjected to SMD simulations. 

We found that slowly ejecting proteins require 28% more work on average to be extracted from 

the exit tunnel than quickly ejecting proteins, and this difference is statistically significant. 

Slowly ejecting proteins interact more strongly with the ribosome exit tunnel than quickly 

ejecting proteins, with electrostatic interactions being the dominant force. The consistency of all-

atom and coarse-grained results indicates that electrostatic interactions between nascent proteins 

and the ribosome govern ejection times. 

This study also raises the biological question of whether the broad range of ejection times 

has any downstream consequences. To test this, we performed the ribosome profiling analysis, 

which shows that slow-ejecting proteins cause a significant enrichment of ribosome density at 

their stop codons, which suggests that the ribosome spends more time on stop codons when a 

slowly ejecting sequence is present compared to when a quickly ejecting sequence is present. 



 

 

34 

This finding suggests that slow-ejecting proteins can delay the ribosome recycling 

stage of protein synthesis and perturb the translation cycle. 
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3.2 PUBLICATION 

3.2.1 Abstract 

The ejection of nascent proteins out of the ribosome exit tunnel after their covalent bond 

to transfer-RNA has been broken has not been experimentally studied due to challenges in 

sample preparation. Here, we investigate this process using a combination of multi-scale 

modeling, ribosome profiling, and gene ontology analyses. Simulating the ejection of a 

representative set of 122 E. coli proteins we find a greater than thousand-fold variation in 

ejection times. Nascent proteins enriched in negatively charged residues near their C-terminus 

eject fastest, while nascent chains enriched in positively charged residues tend to eject much 

more slowly. More work is required to pull slow-ejecting proteins out of the exit tunnel than fast-

ejecting proteins, according to all-atom simulations. An energetic decomposition reveals that this 

is due, for slow ejecting proteins, to the strong attractive electrostatic interactions between the 

nascent chain and negatively charged ribosomal-RNA lining the exit tunnel, and for fast ejecting 

proteins it is due to their repulsive electrostatic interactions with the exit tunnel. Ribosome 

profiling data from E. coli reveals that the presence of slow ejecting sequences correlates with 

ribosomes spending more time at stop codons, indicating the ejection process might delay 

ribosome recycling. Proteins that have the highest positive charge density at their C-terminus are 

overwhelmingly ribosomal proteins, suggesting the possibility that this sequence feature may aid 

in the co-translational assembly of ribosomes by delaying release of nascent ribosomal proteins 

into the cytosol. Thus, nascent chain ejection times from the ribosome can vary greatly between 

proteins due to differential electrostatic interactions, can influence ribosome recycling, and could 

be particularly relevant to the synthesis and co-translational behavior of some proteins. 
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Chapter 4. THE DRIVING FORCE FOR COTRANSLATIONAL 

PROTEIN FOLDING IS WEAKER IN THE RIBOSOME VESTIBULE 

DUE TO GREATER WATER ORDERING 

4.1 INTRODUCTION 

Cotranslational protein folding is the concomitant folding of a protein with its synthesis 

by the ribosome. During translation, the nascent protein emerges into the ribosome exit tunnel–

the first microenvironment with which the nascent protein interacts. The first location where 

tertiary protein folding can occur is the ribosome vestibule, the last 3 nm of the ribosome exit 

tunnel (Figure 4.1a). Experiments and simulations have indicated that many domains can fold on 

the ribosome vestibule36,42,49,144. This process is of great interest to the scientific community 

because how a protein folds during its early stages can significantly impact its fate within the 

cell145.  

Experiments have observed that individual domains fold in the vestibule are often less 

stable than the same domain outside the exit tunnel when measured on translationally arrested 

ribosomes. Even just outside the vestibule, the native state is often less stable than in bulk 

solution78,146,147. Single-molecule laser optical tweezer experiments80,81,148 have found that the 

folding process for two different proteins on stalled ribosomes becomes slower the closer the 

domain is to the ribosome’s outer surface, with the trend line suggesting folding is slower still in 

the vestibule. Increasing the salt concentration leads to an enhanced rate of protein folding on the 

ribosome. However, this effect is not observed to a significant extent when considering the 

folding rate of isolated proteins. These findings suggest that electrostatic interactions with the 

ribosome surface contribute to the observed deceleration in folding rate80. In addition, the 

hydrophobic effect is the primary driving force of protein folding24,149, and changes in salt 

concentration can also change the strength of the hydrophobic effect150. This suggests the 

possibility that the hydrophobic effect can be weakened in the presence of the ribosome. 
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Figure 4.1: (a) Cross-section of the 50S subunit of E.coli highlighting the ribosome (gray), exit tunnel 

(black), and the last 3nm of the exit tunnel known as the ‘vestibule’ (red). (b) The portion of the ribosome 

exit tunnel used in the simulation. The center line of the exit tunnel is represented as a yellow dotted line, 

and the locations of points A and B (where we calculate the association) are highlighted. 

 

In this work, we tested the novel hypothesis that the environment around the ribosome 

weakens the hydrophobic effect, thereby contributing to decreased protein stability and slowing 

folding. To do this, we used the physical chemistry approach and calculated the potential of 

mean force between two methanes (hydrophobic molecule) in the ribosome exit tunnel (Figure 

4.1b) and bulk solution, as well as compared thermodynamic and water structure properties. Our 

key findings are: 

1. Near the ribosome the contact minimum between two methane molecules is half as 

stable as in bulk solution, demonstrating that the hydrophobic effect is weakened in 

the presence of the ribosome. 

2. Thermodynamic decomposition151 and structural analyses135–137 reveal that the 

weakening of the hydrophobic effect is due to the increased ordering of water 

molecules in the presence of the ribosome. Specifically, increased water ordering 

reduces the entropy gain of water released from the first-solvation shell upon 

association of the two hydrophobic groups. Hence, the driving force for the 

hydrophobic association is weakened. 
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3. Finally, we examine the implications of this finding for cotranslational 

protein folding by estimating how much this effect destabilizes a domain’s folded 

state. The hydrophobic effect contributes about 60% to the free energy difference 

between the folded and unfolded state25,26. Therefore, we estimate that the free energy 

of protein stability is decreased by 60%×0.5=30%. For a typical protein of 80 

residues that can fold in the vestibule49,144 and has a free energy of stability of -25 

kJ/mol in bulk152, the stability of the folded state will be decreased by around -7.5 

kJ/mol in the ribosome vestibule due to the weakening of the hydrophobic effect. 

These results are significant because they identify a hitherto unknown effect of the 

ribosome on the primary driving force for protein folding, identify the molecular mechanism by 

which this occurs, and provide an explanation for several experimental observations. The results 

have broad implications for protein folding assembly and the cotranslational processing of 

nascent proteins by chaperones and enzymes. 

 

4.2 PUBLICATION 

4.2.1 Abstract 

Interactions between the ribosome and nascent chain can destabilize folded domains in 

the ribosome exit tunnel’s vestibule, the last 3 nm of the exit tunnel where tertiary folding can 

occur. Here, we test if a contribution to this destabilization is a weakening of hydrophobic 

association, the driving force for protein folding. Using all-atom molecular dynamics 

simulations, we calculate the potential-of-mean force between two methane molecules along the 

center line of the ribosome exit tunnel and in bulk solution. Associated methanes, we find, are 

half as stable in the ribosome’s vestibule as compared to bulk solution, demonstrating that the 

hydrophobic effect is weakened by the presence of the ribosome. This decreased stability arises 

from a decrease in the amount of water entropy gained upon the association of the methanes. 

And this decreased entropy gain originates from water molecules being more ordered in the 

vestibule as compared to bulk solution. Therefore, the hydrophobic effect is weaker in the 

vestibule because waters released from the first solvation shell of methanes upon association do 
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not gain as much entropy in the vestibule as they do upon release in bulk solution. 

These findings mean that nascent proteins pass through a ribosome vestibule environment that 

can destabilize folded structures, which has the potential to influence co-translational protein 

folding pathways, energetics, and kinetics. 
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Chapter 5.  IS POSTTRANSLATIONAL FOLDING 

MORE EFFICIENT THAN REFOLDING FROM A DENATURED 

STATE: A COMPUTATIONAL STUDY 

5.1 INTRODUCTION 

Protein folding is a fundamental biological process, and the folding of isolated proteins 

has been studied extensively for over 50 years. In vivo, proteins are synthesized by the ribosomes 

during the nonequilibrium translation process. It has been shown that many proteins fold 

cotranslationally as they begin to emerge from the exit tunnel and acquire tertiary structure 

before their synthesis is complete54–61. During protein synthesis, the ribosome confines nascent 

proteins within a narrow region of the exit tunnel, which restricts their ability to self-interact and 

form tertiary structures. Consequently, the folding mechanisms of proteins may differ on and off 

the ribosome.  

Experimental and computational studies have investigated the folding of a few proteins 

on and off the ribosome76,78,80,83–85. The evidence suggests that the ribosome’s role in protein 

folding is protein-specific. For example, previous studies on titin I27 and src SH3 indicate that 

their folding pathways are the same on and off the ribosome76,85. On the other hand,  coarse-

grained molecular simulations find that folding in the presence of ribosome is more efficient for 

multi-domain protein SufI and deeply knotted protein Tp0624 compared to the absence of 

ribosome83,84. In vivo, nascent proteins diffuse into the cytosol after synthesis; if folding is not 

completed on the ribosome, it may complete posttranslationally. Hence, the ribosome may only 

influence the formation of intermediate states, which nonetheless can change the outcome of 

folding148,153. Therefore, the influence of the ribosome on the folding of proteins remains unclear 

due to the relative paucity of experimental and computational data. 

In this study, we conducted coarse-grained molecular dynamics simulations of protein 

synthesis and post-translational folding and protein refolding from a denatured state to 

investigate the ribosome’s influence on protein folding mechanisms. We focused on three E. coli 

enzyme proteins: dihydrofolate reductase (DHFR), type III chloramphenicol acetyltransferase 

(CAT-III), and D-alanine–D-alanine ligase B (DDLB). Our simulations were analyzed using 
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various folding analyses, including a new entanglement parameter to decipher the 

differences in folding on and off the ribosome. 

 

 

Figure 5.1: Crystal structures of DHFR, CAT-III, and DDLB proteins with domain-based coloring (a) 

Crystal structure of DHFR the discontinuous loop and the adenosine binding domains are shown in blue 

and red, respectively. (b) CAT-III is a single-domain protein shown in grey, and (c) DDLB protein with 

the N-terminal, central, and C-terminal domains shown in blue, red, and grey, respectively. 

 

Our key findings suggest that the ribosome’s influence on protein folding mechanisms 

varies depending on the size and complexity of the protein. DHFR folds more efficiently due to 

protein synthesis, while the ribosome does not promote the folding of CAT-III and DDLB and 

may contribute to the formation of intermediate misfolded states during translation. These 

misfolded states persist after translation and do not convert to the native state over a long period. 

We also found that the sequence of secondary structure formations significantly differed 

for DHFR, while CAT-III and DDLB were robust on and off the ribosome. Additionally, we 

hypothesized that the native topologies of CAT-III and DDLB may lead to a large proportion of 

misfolding due to the presence of native entanglement. Recent research has predicted a link 

between misfolding involving a change in entanglement status and long-lived misfolded 

states116,117. Our analysis shows that DHFR does not contain any entanglement in its native 

structure, while CAT-III and DDLB have many native entanglements.  

Considering the existence of entanglement, we combine the fraction of native contacts 

and the degree of entanglement to characterize the protein folding pathways. Our findings 
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indicate that protein synthesis assists the folding of DHFR by avoiding non-native 

entangled states compared to refolding from the unfolded ensemble. Conversely, non-native 

entangled states act as a kinetic trap in both refolding and posttranslational folding of CAT-III 

and DDLB. 

Our study highlights the complex interplay between the ribosome and protein folding and 

provides insight into the mechanisms of protein folding on and off the ribosome. 

 

5.2 PUBLICATION 

5.2.1 Abstract 

The folding of proteins into their native conformation is a complex process that has been 

extensively studied over the past half-century. The ribosome, the molecular machine responsible 

for protein synthesis, is known to interact with nascent proteins, adding further complexity to the 

protein folding landscape. Consequently, it is unclear whether the folding pathways of proteins 

are conserved on and off the ribosome. The main question remains: to what extent does the 

ribosome help proteins fold? To address this question, we used coarse-grained molecular 

dynamics simulations to compare the mechanisms by which the proteins dihydrofolate reductase, 

type III chloramphenicol acetyltransferase, and D-alanine–D-alanine ligase B fold during and 

after vectorial synthesis on the ribosome to folding from the full-length unfolded state in bulk 

solution. Our results reveal that the influence of the ribosome on protein folding mechanisms 

varies depending on the size and complexity of the protein. Specifically, for a small protein with 

a simple fold, the ribosome facilitates efficient folding by helping the nascent protein avoid 

misfolded conformations. However, for larger and more complex proteins, the ribosome does not 

promote folding and may contribute to the formation of intermediate misfolded states 

cotranslationally. These misfolded states persist post-translationally and do not convert to the 

native state during the 6 μs runtime of our coarse-grain simulations. Overall, our study highlights 

the complex interplay between the ribosome and protein folding and provides insight into the 

mechanisms of protein folding on and off the ribosome. 
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Chapter 6. CONCLUSIONS AND FUTURE DIRECTIONS 

6.1 CONCLUSIONS 

The research presented in this thesis aimed to gain fundamental insight into the process of 

protein ejection and folding on the ribosome using various theoretical and computational 

techniques. Using coarse-grained and all-atom MD simulation coupled with enhanced sampling 

techniques, we obtained the following results:  

1. Ejection time spans at least two orders of magnitude, meaning some proteins eject very 

slowly. 

2. Due to charged rRNA, electrostatic interactions are the primary driving force for very 

slow and very fast ejection. 

3. Slow ejection can have the biological consequence of delaying later stages of protein 

translation. 

4. Near the ribosome the contact minimum between two methane molecules is half as stable 

as compared to in bulk solution, demonstrating that the hydrophobic effect is weakened 

in the presence of the ribosome. 

5. Thermodynamic decomposition and structural analyses reveal that the weakening of the 

hydrophobic effect is due to the increased ordering of water molecules in the presence of 

the ribosome. Specifically, increased water ordering reduces the entropy gain of water 

released from the first-solvation shell upon association of the two hydrophobic groups, 

weakening the driving force for the hydrophobic association. 

6. It was shown that the protein stability, described by the differences in Gibbs free energies 

between the folded and the unfolded states, is decreased by 30% in the presence of the 

ribosome. 

7. We showed that the influence of the ribosome on protein folding mechanisms varies 

depending on the size and complexity of the protein. DHFR folds more efficiently due to 

protein synthesis, while the ribosome does not promote the folding of CAT-III and 

DDLB and may contribute to the formation of intermediate misfolded states during 
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translation. These misfolded states persist after translation and do not convert to 

the native state over a long period. 

8. Analyzing the folded trajectories from our simulations, we find that the sequence of 

secondary structure formations is significantly different for DHFR, while CAT-III and 

DDLB are robust on and off the ribosome. 

9. The presence of native entanglement plays an essential role in the folding process of 

proteins. DHFR does not contain any entanglement in its native structure, while CAT-III 

and DDLB contain many entanglements in their native structure. 

10. Considering the existence of entanglement, we find that protein synthesis assists the 

folding of DHFR by avoiding misfolded states with non-native entanglements compared 

to refolding from the unfolded ensemble. In contrast, these non-native entangled states 

act as a kinetic trap in both refolding and posttranslational folding of CAT-III and DDLB. 

 

6.2 FUTURE DIRECTIONS 

I utilized methane as a hydrophobic model to estimate that protein stability's free energy 

decreases by approximately 30% in the ribosomal vestibule. It is interesting and could 

significantly impact future studies of an actual protein folding on the ribosome. To this end, 

using all-atom molecular dynamics simulations, I plan to investigate the folding of small proteins 

like villin in the ribosome vestibule and in bulk solution. We expect that due to decreased 

hydrophobic effect in the ribosome exit tunnel, the folding in solution should be faster than on 

the ribosome. 

Using the coarse-grained model, I have predicted the existence of misfolded states with 

non-native entanglement in CAT-III and DDLB. It should be helpful to confirm this conclusion 

in the all-atom model. 
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